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1. Intrcduction

NESI is a new environment for statistical inference on top of the S language

( Becker, Chambers and Wilks (1988), The new S language, Wadsworth &
Brooks/Cole ). All routines are written by the S language. A few exceptions are
m-sequence generation and calculation of Noncentral F-distribution, whichk
require highly efficient computation. S is an interactive object oriented language
m which basi;;‘yl‘mit is an expression, combination of operators and functions. An
" advantage of 'usi.ng such a language is not only that the any time the algorithm
can be seen simp}y‘ by typing the name of function but also that list is a basic
data structure. It makes possible to combine the results of each statistical infer-
ence into one and specify it only by the name. There are three primary reasons
behind our decision to produce the NESI. The first is to provide a vehicle for
“doing classical tesfingé or inferences in the frame of modern data analysis. Such
vehicle is missing in the currently available S environment. The second is to be
able to experiment with such environment in instruction. Finally, we were
interested in exploring a good organization of classical inference, particularly sta-

tistice] testings, in such an advanced environment for data analysis.

2. Design Policy

There is no definite way to place classical inference in modern data analysis.
Usually it is placed on the final stage, confirmative stage, but, even in a stage of
exploring data, formal and cbjective inference will help user to make a decision.
More importantly, classical testings are still main objectives in many field of sta-
tistical data analysis. For example, in pharmaceutical company or clinical trials,
formal testing of effect or side effect of drugs are main concern. Even in such
field of application, interactive environment like S will help user to analyze

his/her data.
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Basic idea of the design of NESI is, dividing routines into parts, that is, S
functions, and combining those into one to do an inference. Dividing into parts
will make system miuch simpler. For example, chisquare type testing is common
in various testing procedures. As is seen in Section 7 a simple chisquare test is
explicitly used in three places, testing for.the equivalence of twe categorical data
( diff.test ), oneway analysis of categorical data ( oneway.test ), independence test
of two samples ( indep.test ). Basic function like Chisq.test is designed very general
way. User can invoke it alone and also can use it indirectly through one of
parent functions as above. Then the parent function will invoke it in an
appropriate form. To systematically organize such basic functions we had to
establish a standard of communications between functions, what is necessary and
sufficient information which should be passed through. We believe that such
organization will not only make system simpler but also clarify the relation of
various statistical inferences. This consideration is also applied for communica-
tion between functions for analysis and graphics. As a side effect of such standi-
zation, it becomes able to have each function a polymorphism. Each function

understands any result of previous application of a function.

Another important point is how to design a good interface to the user, par-
ticularly to novice. A problem of novice in statistics is that it is hard to find an
appropriate procedure to analyze his/her data. Interactive functions diff.test ,
oneway.test. and indep.test in NESI will lead. user to an appropriate procedure
‘implied by the features of the given data is, for example, categorical or not, or by
asking user if mathematical assumptions like equal scale or normality is accept-
able or not. Also, to assist user’s judge, a graphical or numerical display is pro-
vided.

> nesi(X.Y)
1: diff.test
. 2: indep.test
. 3: oneway.test.
Selection: 1
1: paired
2: unpaired
Selection: 1 ,
1: I know if x-y is normal or not
2: Judge by graphics
3: Judge by p-values
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Selection: 2
In this stage a graphics like Fig.1.1 is shown.
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Figure 1.1 Assistance for judgement of normality for paired data

If the user selects "unpaired" at the previous stage, then he/she will see a graph-
ics like Fig.1.2.

, X - Y
S 2 e T s 3 i [ - »
o - o 2
HEB! e LI ",r""
e e
20 J"f ¢ ..-““”n
D & D1 »*
v e H *
2 21w T 2 a
2 -1 g 1 2 -2 -1 ] 1 2
Quantiles of Standard Normal Quantiles of Standard Normal
Normality test Normality test
C /\ ' c
1 h \
i i
] N\ 8
4 4 \
i I S
= i -
o 5 19 15 20 ] 5 10 15 20

For the case of indep.test, a graphical display of a bivariate normal test will be

8q test staiistic
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Figure 1.2 Assistance for judgement of normality for unpaired data
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presented to the uvser like as Fig.1.3.
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Figure 1.3 Assistance for judgement of bivariate normality.

3. Functions for statistical inference

e

In NESI, S function names for statistical inference basically begin with an

upper case character. Names for testing functions further have a suffix test.

Interactive functions and utilities have all lower case names. Interactive function

will prompt user to choose one from possible inference functions. In due couise, a

graphical or numerical assistance is available for user to check mathematical

assumptions as is described in the previous section.

3.1. Two sample problem

diff.test

Bn.test
F.test
Chisq.test
Mec.test
T.test
Two.t.test
Welch.test
Wil.test

interactive test for the difference of two samples

binomial test, signed test

F tﬂe"st for the equality of variances

chisquare test for coniingency table

McNemar test for the symmetry of contingency table
paired t test '

two sample t test

Aspin-Welch test

Wilcoxon rank sum test (U test)
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Wil.s.test Wiicoxbn:signed rank sum test

3.2. Oneway analysis

oneway.test interactive oneway analysis of variance with or without covariate
Chisq.test chisquare test

Kr.test Kruskal-Wallis rank test

Oneway.test oneway analysis (ANOVA)

Oneway.cov.test oneway analysis with covariate (ANOCOVA)

Q.test .~ generalized Cochran Q test, Friedman: test

3.3. Repeated ¢ test

rep.t.test interactive repeated t test for the difference of locations

Rep.t.test repeated t test for'the difference of locations

3.4. Association test for contingency table

table.assoc.test  interactive association test for.contingency table

Tis.test Fisher exact test

Me.test McNemar test
MaHae.test Mantel-Haenszel test

StMw.test Stuwart-Maxwell test

3.5. Independence of two samples

indep.test interactive independence test

Chisq.test chisquare test

Cor.test t test for zero correlation

Kd.test Kendall’s tan and nonparametric test for zero correlation
Sp.test .. Spearman’s rank correlation and nonparametric test ior

zero correlation

3.6. Survival time objects

survive create a survival time object
is.survive survival time object or not

as.survive make a survival time object
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3.6.1. Estimation of survival function :
sorvive.fun interactive estimation of survival function
KpMeier Kaplan-Meier estimate of survival function
Lifetable " survival function estimate by lifetable method

3.6.2. Test for the equivalence of two survival time objects

life.test interactive equivalence test of two survival time objéct )
Cox.test Cox-Mantel test v

Logrank.test Logrank test ( Peto & Peto test )

Wil.test generalized Wilcoxon test { Gehan’s generalized test )

Z.test z test

3.7. Normality test.

Brnormal.test bivariate normality test

Normal.test univariate normality test =

3.8. M-sequence random number generation

Msequence m-sequence random number generator for various

distributions
3.9. Distributions
pf central or noncentral F distribution

Binomial binomial distribution
Hypergeometric hypergeometric distribution

Wilcoxon Wilcoxon rank sum distribution

3.10. Utilities

autocov autocovariances
Cat concatenation of two sets of categorical data
Conf upper and lower confidence bounds

Show multiple graphical representation of the result.
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7.

‘ 4 Graplucal Representatxon of the result

F‘xe funchon Show is a powerful tool, for .graphical rbpresenfatmn of the
result of a function of inference in NESI. This functjon understands any result of
inferences in NESI and draw an appropriate graphics, confidence bounds, rejec-
tion region(s), or a curve of suryival function. . The use of this function is simple.
Invoke a graphic driver first and give as the first argument to Show the object

. returned by functjons described in Section 3.

5. How to use (an example) .
One of the easiest way of using various functions in NESI is through the
function nesi. This is a tree based menu system. This function covers almost all

testing functions,

%S
> library(nesi, first=T)
> printer() invoke a device drwer
> nesi(X, Y)
> ... interactive use .
Show( d < - diff. test(X Y) ) #: graphical representat/on of the result of the testing
> mteractzon with user
> d #Iook at numerical result
> d$prob > 0.05  fttest with srgmf cance level 0, 05
> Show( d, tol=pretty(c(0,0. 1)) ) # draw confidence bounds

6. Miscellaneous

6.1. Related functions

Rej draw a rejection region for continuous distribution
Rej.d draw a rejection region for discrete distribution
Show.r show multiple plot of rejection regions

6.2. Objects

A specific object “survival time" is defined in NESI, which has an attribute
“status" indicating death, censor(alive) or censored(dropout). Also time series,

matrix, and categorical data are recognized.
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~ Functions for tyesyting BasicallerAet»urns a list with following components:
statistic - the value of test statistic. Name of the component is that of the

IiuH d‘is’t"rilv)jrtiomw

p-value p value uhdéx null hﬁmthesis
parameter(s) parameter(s) of null distribution
alt alternative hypothesis, mess", "two", "greater"

-1, 0, 1 for rep.t.test), or "one" (for chisquare type testings only).

method name of the method applied
function for discrete distribution will return a list” with following com-
ponents: ; ' '
X vector of integers .
prob probability or cumulative probability on x.

6.3. Availability

Source code is available free of charge for non-commercial use. Eé.siest way
to get the code is to send an electronic mail to ustatlib@temper.stat.cmu.edu" or
to " statlib@inath.keio.ac.jp”. The body of the e-mail should be. wsend nesi from
s'.

NESI is ap experimental program. It has been tested extensively, but the
authors take no responsibility for. losses or- damages resuiting directly or
indirectly from the use of this program. The authors app,recia,té, of receiving any
bug reports or comments from the user. NESIis an evolving system. Over time
new features will be introduced, and existing features may be changed. NESI is

an enhanced version of NEST on old S system. It took half a year to produce

=z

EST. In dne course, various people in our statistics group contributed to this
NESI, including Hiroe Tsubaki, Toshiya Takahashi and Rina Fujiwaza.

7. NESI fanction mannals

The followings are on-line manuals for functions in NESL
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" § Famction

Documentation Bn.test 1

Binomial

Binomial Distribution Binomial

abn(n,p, min=0, xmax=n)
pba(x,n,p)
gba{prodb,n,p)
rbn(nn,n,p)

ARGUMENTS

number of trials.

probability of success.

number of success. - S

vector of probabilities. Missing velues (EAs) are allowed.
miniroum of x, from where the probabilities should be computed.
msximum of %, to where the probabilities should be computed.

Xmax

nn sample size. If length(un) is larger than 1, then length(un) random values are returned.

VALUE ©"" ‘
The function dbn returns a list with components:
x vector of integers; max(0, xmin):min(n, xmax)
_prob vector of probabilities on x.
Othies Tuiicliblis return vector of cumulative :’tp_rcbability {pbn), gnantile (qbmn), or random
sample{zbn}, respectively for Binomial distributicn. “The probability function is given by
n -
Poyle) = [2]pta-p)
EXAMPLES
dbr(8,0.4)
Bn.test Binomial test Bn.test
Bn.test(xr, n, p=0.5, alt="two")

ARGUMENTS

r number of success.

u number of trials.

p probability of success to be tested.

alt alternative hypothesis, "twé'i(nbt equal to p), “less"(less than p) or "greater"(greater
than p)."" ) B g
VALUE
a list representing the result of binomial test:

n number of trials.

p null hypothesis.

bn number of success.

prob p-value.
mettiod -the name of method:applied.
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2 Bn.test S Function Documentation

alt alternative hypothesis.

EXAMPLES
x _ roorm{100}
y - sum(x>0)
Bn.test(y, 100) # mediam == 0 7
y .. tnerm(100)
d_.x-y5 [ .
Bn.test(sum(d>0),length(d)) # signed test

Bnormal.test Test for Bivariate Normality Bnormal.test

Bnormal. test{x,y)

ARGUMENTS ‘ B ,
) 7 xly ‘numeric vectérs. The x and y must ‘have the same length. A two column matrix can be
given to x. Whs are allowed but ignored at calculation.

VALUE
a list representing the result of bivariate normality test with the following components:
z vector of differences Z;,7Z, and Z, among the number of pair of observations which fall in each
four quadrants of the x-y plane. 4

N, - N,
Z1= . 1 3
,v/n(i+-1—sin°ln———“’3’)
: 2 T ' T
Ny~ N
Zy = _ 2 4
,\/;—(l-ism-lR—l‘R)
2 T T
and /
PRETREE R : Ni+Ny— == Lgnp
2 T -
Z3= ]

i1, 1- R?
O

where N; is the number of observation which fall in the.i-th quadrant. The n is
length(x)=length(y), and R is the sample correlation coefficient between x and y. Z;,7,
and Z; are asymptotically independent and normally distributed under the hypothesis.
prob vector of p-values (asymptotic).
alt alternative hypothesis. Always "two".
method the name of method applied.
sigma vector giving standard deviations of each value of z.

REFERENCE
Y.Shibata, Normal Distribution ( Seiki-Bunpu ), pp. 246-253, Tokyo Daigaku Syuppankai (In
Japanese).
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§Function Documentation Chisq.test 3
Cat Concatenation of two sets of categorical data Cat
cavlx, y)
ARGUMENTS .. .. )
x,y categories.
VALUE

EXAMPLES

a category which is a concatenation of x and y.

cat{Cat.X, Cat.X)

Chisq.test ) Chisquare test for contingency table Chisg.test

Chisq.test(x, ¥, correct=TRUE, difference=FALSE)

ARGUMENTS

1,y
correct

difference

VALUE

chisq
af

prob

nethod

alt

goodness it

difference.test

dimnames

¢categories or vectors. A contingency table (matrix) may be given for x. Table values must be
non-negative. NAs are allowed but ignored at calculation.

If TRUE, Yate's continnity correction is applied. This correction is valid only for dichotomous
categories. : S

If TRUE, chisquare type difference test is applied. If both x and y are vectors, & goodness of
fit test is applied, regarding x as expected frequencies and y as observed frequencies,
otherwise, frequencies in x and y with the same level are compared.

a list representing the result of chisquare test:

chisquare statistic. table x. .

degree of freedom, (1av-els(x)-1)*(levels(y)-i) or (1ength(x)"1)*(lengt}1(y)»~1) when
difference=TRUE.

p-value (asymptotic).

the name of method applied.

alternative hypothesis. Always "one". B

This component is TRUE if the test is a goodness of fit test. Otherwise this component is
omitted.

This component is TRUE if the test is a chisquare type difference test other than goodnes of
it test.

This component gives dimmames attribute of contingency table.

The definition of chisquare statistic when difference=FALSE is

(jng — neng/n] — correction)?

chisq =

P n;n;/n
where n; is the {i,j] element of table(x,y). If differemce=TRUE and x and y are
categories, then ny; and ny; are frequencies in' x and y with the level j. If a goodness of fit
test is apphied, chisq = sam((x - ¥ ) 2/x)
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4 Chisq.test S Function Documentation

EXAMPLES

diff. test, indep.test, oneway.test

Chisq.test(Cat.X, Cat.Y)

Conf Confidence bounds Conft
Conf(x, tol=pretty(c(0.0,0.1)), alt="twe")
ARGUMENTS . .
x a list like that returned by Paired.t.test, Cox.test, Cox.test, Sp.test, Kd.test,
Two.t.test, Helch.test, Wil.s.test or Hil.test.
tol vector of tolerances.
alt If "two", lower and upper bounds are calculaied. If “greater" or "less", only upper or
Jower bounds are calculated, respectively.
VALUE
a list with following componenis:
tol vector of tolerances.
conf.bd matrix of confidence bounds. Each row is a vector consisting of lower and upper bounds for
‘ " each value of tol.
stat value of the statistic. The actual name is the same as that of the component of statistic in x.
parameters parameters of the distribution. The actual names. are those of the components in x,
representing distribution parameters.
method the name of method applied.
ait alternative hypothesis.
BXAMPLES
x .. Two.t.test(X,Y)
bd _ Conf(x,tol=seq{0,0.1,2en=100))
Show{bd} #plot both confidence bounds for the difference _
# of locations of X and ¥
bd . Conf(Cox.test(X, ¥), tol=seq(0,1,len=100))
matplot{bd$tol, cbind{bdfconf,bd$t), type="1") # confidence bouands and
#point estimate of correlation of X and Y are plotied.
Cor.test T test for zero correlation Cor.test
Cor.test(x, y, alt="twe")
ARGUMENTS
x,y nameric vectors. x and y must have the same length. ¥is are allowed but ignoved at
calcuiation.
ait alternative hypothesis for zero correlation, "greater" (greater than 0), "less" (less than 0}

or "two" {monzero).
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S Function Dscnmentation Cox.test 5

VALUE

rho

t

af
prob
method
alt

EXAMPLES

a list representing the result of Student’s t test:
correlation between x and y.

normalized rho.

degree of freedom.

p-value (asymptotic).

the name of method applied.

alternative hypothesis.

The statistic is given by

= _Vrrr:g the
+/1-xho?

where n is length(x) =length(y).

Cor.test( rmorm(10), rnorm(10) )

Cox.test

Cox Mantel test for the equivalence of two survival time objects Cox.test

Cox.test{x, y, alt="two")

R(‘ UMENTS

X,y
alt

VALUE

z
sigma
Pprob
method
alt

survival time object like that returned by the function survive.

alternative hypothesis, "greater” (survival function for x dominates that for ), "less”
_(sarvival function for x is dominated by that for y) or "two" ( survival functions for x and
y differ }

a list representing the result of Cox Mantel test
Cox Mantel statistic.

standard deviation. z is nermahzed by tlus a.mount
p-value (asymptotic}). e

the name of method apphed

alternative hypothesis.

The statistic z = u/sigma is calculated from

: l; =d ~ 3 mliali],

gl#1

and

Lo mlil(gli=mlil)alil(1 - af)
sigma? = gg:l -1 )

where d is the number of death cases in y. Survival time objects x and y are classified into
several classes by levels, rev(sort(unique(c{x,¥2))). The m[4 is the total number of death
cases in the i-th class. The g[i] is the total number of cases with survival time being longer or
equal tc the i-thk level. The afi] is the ratio to the number g[i] of the number of cases in y
with survival time being longer or equal {o the i-th level.
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6 Cox.test . S Function Documentation
NULL HYPOTHESIS
Two survival functions are equivalent.

EXAMPLES
Cox.test(Survi,Surv2)

F.test ‘ F test for the»éﬁuality of variances of two sa.ml;les F.test

F.test(x, y)

ARGUMENTS ’ L
. x,y numeric vectors. Nis are allowed but ignored at calculation.

VALUE :
a list representing the result of ' test with following components:
£ F value, that is, var(x)/var(y).
af degree of freedoms, length{x)-1 and length(y)-1.
prob p-value.
alt alternative hypothesis. Always "one".
method the name of method applied.

NULL HYPOTHESIS :
Equal variances of x and y under normality assumption.

Fis.test Fisher exact probability test for a 2 by 2‘contingency table Fis.test

Fis.test(x, y, alt="two")

ARGUMENTS
x,y categories. A 2 by 2 comtingency table may be given for x. Categories should be
" dichotomous. The x and y must have the same length. Table values must be non-negati-
¥is are allowed but ignored at calculation.
alt dlternative hypothesis with respect to the variable, the value of the {1, 1] cell, "less”
i (negative dependency),. "gfa:_ater(poéitive dependency) or "two"(sny dependency) .

YVALUE, - : s
A list representing the result of Fisher exact test:

hyp frequency of the [1,i} cell.

» marginal totals with respect to the first column.

n marginal totals with respect to the second column.

k marginal totals with respect to the first row.

prob p-value. If x and y are given, the p-value is calculated for table(x,y).
method the name of method applied.

alt alternative hypothesis.

Under the following null hypothesis the statistic hyp is distributed as a hypergeometric
distribution wilh parameters m, n and k.

NULL HYPOTHESIS
x and y are conditionally independent when all marginal totals are given.
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§ Function Decumentation o ., Hypergeometric 7

EXAMPLES
Fis.test(Fis.X,Fis.¥)

Hypergeometric Hypergeometric Distribution Hypergeometric

dhyp(m, n, k, xmin=0, xmax=min{m,k))
rhayp{x,m,n,Xk)

qhyp(prob,m,n, kJ

rhyp(een,m,n,%)

ARGUMENTS

m number of red bails.
n namber of black balls. L o IR
k number of balls!drawn without replication from an urn with m red and = black balls.

smin minimam of ¥, from where hypergeometric probabilities should be computed.

max maximum of x, to where hypergeometric probabilities should be computed.
x vector of values of random variable x, the number of red balls drawn.

“'prob vector of probabilities. Missing values (§As) are allowed.
ao sample size. If length(mn) is larger than 1, then length(nn) random numbers are returned.

VALUE
The function dayp returns a lisi with compenents:
x vector of integers; max{0,k~n,¥min) :min{m,k, xmax).
prob vector of probabilities on x.

Other functions return vector of cumulative probability(phyp), quantile (ghyp), or random
sample(rhyp) for the Hypergeometric distribution, which is explained by Urn Model with m
red and = black balls.” Any sequence of k drawings resulting in k~x black and x red balls
has the same probability. The probability fanction is given by

)]

P (7)) = R
| e

[k

SIDE EFFECTS
The function rhyp causes creation of the dataset .Random.seed if it ‘does not exist in
. . . . iy o
working directory, ctherwise the vaiue is updated.

EXAMPLES
dnyp(4,6,7)
thyp(10,4,7,6) #sample of 10
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8 - Kd:test $ Fuuction Documentation
Kd.test Kendall's tau and nonparametric test for zero correlation Kd.test
Kd.test(x, y, alt="two")
ARGUMENTS
x,y numeric vectors. The x and y must have the same length. ¥is are allowed but ignored at
© 77 calcualation.
alt alternative hypothesis for the correlation, "greater" {greater than 0) or "less" (less than
0) of "two" (‘momzero ). .
VALUE

tan

z
sigma
prob
nethod
alt

a list representing the result of ¢ test for zero correlation:
Kendall’s tau.

normalized tsm.

standard deviation. z is normalized by this amount. .
p-value (asymptotic).

the name of method applied.

alternative hypothesis.

The statistic tau is given by

sgn(r; - fj)sgfl(;‘ =5/ [;}

<y

tan

and z is given by z = taufsigma, where sigma® = 2(2n-+5)/(9n(n~1)). Where sgn(z)= 1,0
or -1 according to z > 0, =0 or < 0. The n is length(x) = length(y) and r, is the rank of
x[i]l in x and s, is the rank of y[i] in y.

NULL HYPOTHESIS

EXAMPLES

x and y are independent.

Kd.test(X,Y}

KpHeier

Kaplan-Meier estimate of survival function KpMeier

XpHeier(x)

ARGUMENTS

X

VALUE

time
survive.rate
stderx
method

survival time object like that returned by the function ssrvive.

survival function cbject, that is, a list with following components:
time vector.

vector giving the survive rate for each value of time.

vector giving the standard error for each value of time.

the name of methed applied.

The survival function changes its value at time when a death case occars. For later
convenience, both previous and updated rates are in the component survive.rate. The




KSTS/RR-90/003
February 7, 1990

S Function Documentation Kr.test 9

EXAMPLES

corresponding values of time are .99999+t and t for the time i of death. Before calculation of

the statistic, the values of x are sorted and ties are odered according to the order of levels 1,
2 or 3 of the attribute "status". The rate is cumulative product of ratios of the number of
alives {o the* previous number of alives at each time of death.

5. KpMeiexr(Suxrvi)
Show(s) #show survival function
matplot{ s$time, sPsurvive.rate, type="1") # same as above

Kr.test Kruskal-Wallis rank test Kr.test
Kr.test(data, level):
. “ARGUMENTS : :
data data vector. A data matrix can be given. In this case, the second axis is regarded as

corresponding the level, so that the following level should be cmitted. ¥As are allowed but
ignored at calculation.

level integer vector giving the level for each vaine of data. WAs are allowed but ignored at
calculation: Sa

VALUE

a list representing the resuit of Kruskal-Wallis rank test:

chisq Kruskal-Wallis statistic.

af degree of freedom, the number of Ieve}s k-1
prob p-value (asymptotic).
method the name of method applied.
alt alternative hypothesis.

The test is a oneway analysis of variance for the case when normality assumption might be
viclaied.
The statistic chisq is carrently defined as

12 r
chisq = E — ~ 3(n+1)

S n(nl } oo
where r; is the rank svm of data with level 4, the n; is the number of such observatxuns, and
the n is the total number of observatiors.

NULL EYPOTHESIS

EXAMPLES

No facior effects.

Kr.test(Data,Level)
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Lifetable Estimation of survival function by lifetable method Lifetable

. Aifetable(x, breaks=5)

ARGUMENTS

x

breaks

VALUE

time
survive.rate

stderr
method

survival time object like that returned by the function sarvive.
either a vector of breakpoints or the number of equal-width intervals into which the values of
x should be cat. The first interval always starts {rom 0.

survival fenction object, that is, a list with following corponents:

time vector

vecior of survival rates at each intervals time[i~1] to time[i] i=1, 2, ..., where time[0] is
assumed to be 0. .

vector of standard errors at each intervals.

the name of method applied

survive.rate is cumulative product of instantaneous survival rates on each time intervals.
Instantaneous survival rate is defined by i—d/n, where d is the number of death cases and
the n is the effective number of cases; (the number of alives at the beginning of the time
interval) - (the number of censored cases during the time interval }/2.

NOTE
I breakpoints are given for breaks, the right end of intervals should be given, since the
values of x are cut into left open and right closed intervals. For example, if x takes only
integers from 0 to 7 and which should be cut into intervals [0, 3] and [4, 7], then a simplest
way is to give ¢(3,7) to breaks. )
EXAMPLES
Litetable(Survi)
Logrank.iest Logrank test for the equivalence of two survival time objects Logrank.test
Logrank.test(x, y)
ARGUMENTS ,
' %,y survival time objects like that returned by the function ‘sarvive.
VALUE
a list representing the result of Logrank test:
chisq Logrank statistic.
&f degree of freedom 1.
prob p-value ( asymptotic ).
method the name of method applied.
alt alternative hypothesis.

The test is also called "Peto & Peto' test. The chisquare statistic is defined as
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where 1, and n, are the number of observed death cases respectively in x aud y and ¢, and

e, are expected mlmber of death cases under the hypothesis.

- 'NULL'HYPOTHESIS -

Two survival functions are equivalent.

EXAMPLES . ‘
Logrank.test(Survi,Surv2)

MaHae.test Mantel-Haensze! test MaHae.test

‘HaWae.test(X,y,strata,correct=T)

ARGUMENTS
x,y dichotomous categories. A 2 by 2 by s table (array) may be given for x. Tl\e s is the number
of different strata.
strata vector giving the number which identifies stratum to which each value of x and y belong.
This argument can be omitted when a 2 by 2 by s table is given for x.
correct If TRUE, continuity correction. is applied,

VALUE
a list representing the result of Mantel-Haenszel test:
chisq Mantel-Haenszel statistic.
af degree of freedom 1.
prob p-value (asymptotic).
method the name of method applied.
alt alternative hypothesis. Always "one".

If two categories X, y and strata are given, a 2 by 2 by ¢ array is first created. The
chisquare statistic chisq is calculaied based on the array as

PRI
L“n}.“‘—"‘—_

2
chisq = [ - cnrrection} ] X pna st nnan

* where n,j is the [i3.h) elenient of the 2 by 2,1-)y éé.:_réy.

NULL HYPOTHESIS
x and y are conditionally independent when all marginal totals are given.

EXAMPLES
MaHae.test(Array) # 2 x 2 x s table (array)
MaHae.test(Fis.X, Fis.Y, Strata)
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‘Mc.test McNemar test for the symmetry of contingency table Mc.test

Mc.test(x, y, correct=T)

ARGUMENTS
x,7 categories. A square table may be given for x. The x and y must have the same length and
the same number m of levels. Table value must be nom-negative. ¥as are allowed but
ignored at calculation. ]
correct If TRUE, continuity correction is applied if x and y are d.lchotomous orif 2 2 b} 2 table is
given for x.

VALUE -
a list representing the result of McNemar test:

chisq McNemiar statistic. I both x and y are given, the statistic is calculated based on the table

table(x,y). Otherwise, the statistic is calculaied based on the given iable x.
af degree of freedom m(m-1)/2.

prob p-value {asymptotic).

method the name of method applied.
alt alternative hypothesis. Always "one".

McNemar statistic is given by

chisq ‘__'(ln ---n‘,,l—-conect)2
LR = P W
Mg

el
where r;; is the [ij] element of table(x,y).

NULL HYPOTHESIS
Matrix of cell proba.bilities is eymmetric. This means that variables x and y are
exchangeable. H the table is 2 by 2 and one of variables x or y can be considered as a
response variable, thenthe test iz régarded as-a significance test of effects of exp]a.natory
. variable in logit model

EXAMPLES
Mc.test{Mc.X, Mc.Y)

Msequence M-Sequence Random Numbers =~ = Msequence

mrbeta{n, shapel=0, shape2=i, refresh=F)
mrcauchy(a, location=0, scale=1, refresh=F)
mrchisq(n, df, refresh=F)

wmrexp(n, refresh=F)

mrf(n, dfi, 4f2, ‘xeAf‘resh?F)

mrgamma(n, shape, tefresh=F)

mrinorm{n, meanlog=0, sdlog=1l, refresh=F)
mrlogis(n, lecation=0, scale=i, refresh=F)
mrnorm(n, mean=0, sd=1, refresh=F)

mrt(n, df, refresh=F)

mrunif(a, min = O, max = 1, int = F, refresh = F}
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ARGUMENTS
1 sample size. If length{zn) is Jarger than i, then Iength(n) random numbers are returned.
int ¥ TRUE, mrunif returns vector of integer Iaqtdom nuinbe:s'between 0 and 2x+32-1, else
returns uniform random numbers between min and max. v ’
‘ Yetresh I TRUE; the seed .MEDseed for M-sequence generation on working directory is updated and a
new M-sequence generation is started from that seed.

See documentation for the corresponding standard random number generation function for
other arguraents.

" VALUE .
vector of random numbers.

Each M-sequence can be identified by two values of .HEDseed. The first value is the initial
value for an internal congruence routine whick derives a table for M-sequence - generation.
The last value is the number of M-sequence random numbers generated after creation of the
new table. Successive random numbers are equivalent to a long sazaple from the underlying
nniform . distribution anless refresh = FALSE. It allows the long-terma properties of the
generator to be maintained. If refresh = TRUE, the first value of .MRDseed is updated by
invoking once the congruence routine and the last value is set as 0. There is a useful
technigque for teproducing rardom sample in later work. Just copy .MRDseed before
generating the sample for the first time, and then restore it ‘when the sample is to be
reproduced. To save computation time, it is recommeded to refresh .MRDseed before copying
.MRDseed for later use.

SIDE EFFECT ‘ o ' : i
The functions cause creation of the dataset .MRDseed if it does not exist on the working

directory, otherwise the value is updated. ‘

NOTE

This function will load the C object code "mrand.o” through 1library.dynam(‘nesi”,
"mrand.o"). O
SOURCE )
The original C code was written by K. Kaneko and M.Fushimi, Tokyo University.
REFERENCE
M.Pushing, Random Numbers (RANSU), Tokyo Daigakn Syuppan,1989 (In Japanese).
Normal.test Test for Normality » Normal.test
Normal.test(x)
ARGUMENTS )
x numeric vector. Missing value {HAs) are allowed but ignored at calculation.
VALUE

a list representing the result of chisquare type goodness of fit of normality test with following
COMPOnEnts:
chisq chisqure statistic.
af degree of freedom.
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prod
method
alt
dimnames

S Function Documentation

p-value (asymptotic). :

the name of method applied.

alternative hypothesis.

a list representing dimnames of the contingency table.
of classes.

dinmnames [[2]] shows the definition

Observed frequencies are calculated from x and expected frequencies are from normai
distribution with the mean mean(x) and the standard deviation sqrt(var(x)), and
Chisq.test called with the option difference=T. The number k of the classes is chosen as
ceiling( log( lemgth(x), base=2} +1) and each class is chosen so as to almost have the
same probability under the normal distribution.

NULYL HYPOTHESIS

x is normally distributed.

Oneway.cov.test. Oneway analysis of variance with covariate (ANOCOVA)

Oneway.cov.test

{nevay.cov.test(data, level,block, cov,t01=0.05)

ARGUMENTS

data

cov

level
* block

between

block

method

data vector. HAs are allowed but ignored at calculation.

vector giving the value of covariate for each value of data. NAs are allowed but ignored at
calculation. )

vector giving the level for each value of data. ¥As arc allowed but ignored at calculation.
vector giving the block number for each value of data. This argument may be given only
when the design is a blocked design. ¥As are allowed but ignored at calculation.

tolerance for the significance of covariate.

a list representing the result of ANOCOVA:

5 vector giving decomposed values of total sum of squares.

the result of t-test for the significance of covariate. This component further has following
subcomponents:
df degree of freedom.
t t statistic.
prob p-value.
alt alternative hypothesis. Always "two", that is, two sided.
the result of F-test for the significance oi difference of levels, that is, the significance of
“between variance”. This component further has following subcomponentis:
df degree of freedom.
1 F statistic.
prob p-value.
alt alvernative hypothesis. Always "one".
the reenlt of F-test for the significance of block effect. This component exists only when the
argument block is given. This component further has following subcomponents:
af degree of freedom.
£ F statistic.
prob p-value.
als alternative hypothesis. Always "one",
the name of method applied
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EXAMPLES
Oneway.cov.test(Data, Level, Block, Cov)

Oneway.test Oneway analysis of variance (ANOVA) Oneway.test

Oneway.test(data, level, block)

ARGUMENTS
data data vécter. A data matrix can be given by omiiting other arguments. In this case, the first

axis stands for repetition and the second for levels. ¥As are allowed but ignored at
calcalation.

level vector giving the level of controllable factor corresponding to each value of data, HAs are
aliowed but igrored at calculation.

block vector giving the block number to which-each value of data belongs. This argument may be
given only for the case when the deqlgn is a blocked desxg,n : NAs are allowed but ignored at
calculation. i T :

a list representing the result of ANCVA:
S5 vector giving decemposed values of total snm of squares.
between the resalt of F-test for the significance of:difference of levels, that is, sxgmﬁcance of "between
variance" . This component further has followmg su‘m:omponents
af degree of freedom.
£ F statistic,
prob p-value.
alt alternative hypothesis, Always "one", that is, one sided.
block result of F-test for the significance of block effects. This component exists only when the
argnment block is given. This component further has following subcomponents:
af degree of freedom.
1 F statistic.
prob p-value. -
alt alternative hypothesis. Always "two", that is, two side
method the name of method applied

EXAMPLES 4
Oneway.test(Data, Level, Block)

Q.test _ Generalized Cochran Q) test Q.test

§.test(data, level, bHlock)

ARGUMENTS
data data vector, ¥As are allowed but ignored ai calculation.
level vector giving the level of each value of data. ¥is are allowed but ignored at calculation.
block vector giving the block number to which each value of data belongs. The design should be a
completely randomized block design, that is, the number of observations in data is the same
for every combination of level and block. Xas are allowed but ignored at celculation.
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VALUE
a list representing the result of generalized Chochran’s Q test:
chisq generalized Cochran’s Q statistic.
af degree of freedom, the number of Jevels k- 1.
prob p-value (asymptotic).
method the name of method applied.
alt alternative hypothesis.

The test is equivalent to the Friedman test if mo ties exist in any block. If data is
dichotomous category, then the test is equivalent to Chochran’s Q.

The chisquare statistic chisaq is defined as

12 Gia e
e S M7 — 3k
. Bk(k+1) Zri - (k1)
chisq = 3
. 2 dG-dy)
bE(E*-1)

where d;; is the number of ties with the i-th smallest valee in the block j, r; is the rank sum of
data with the i-th level. The & is the number of blocks:

- NULL HYPOTHESIS
No factor effects in any block under normality assumption.

EXAMPLES

q.test( cé;tegqry (Data), Lével ,Block)

Red Graphical Representation of Rejection Region Rej

M‘B.gj(na.me, s, ..., main="", sub, xlab="", ylab, level=0.05, alt="greater")
""Rei.d(name, &, ..., m.;j.n="",snbsxlabf‘",ylab,’leve1=0.05,a1t="greate:c”,exact='f)

ARGUMENTS
name character siring giving the name of the distribution. Currently "t","norm",*f" or "chisq" can
be specified. »
vector of values of the statistic distributed as the name  distribution under the null
“hypothesis. Missing valucs {BAs} are allowed but ignored. ‘ '
. ‘parameters to the distribution name if necessary. These are passed through gname or pname
functions.
main character string for the main title of graphical representation.
sub character string for the sub title of graphical representation. If missing, significance level and
the value of distribution parameters are drawn.
xlab x axis label
yiab y axis label. If missing the name of the distribution is used.
level significance level between 0 and 1.
ait alternative hypothesis. If "two", two sided rejection region is shaded. If "greater” or "less",
right or left sided rejection region is respectively skaded.
exact I TRUE, exact proporiion given by level of the barplot of the (discrete) distribution will be
shaded.

w

SIDE EFFECT3
Density function is drawn on a plot with shaded rejection region. The value of statistic is
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plotted by "s" below the carve. If length(s) > 1, values of the statistic are plotied with
sequence numbers. Values outside of the range are plotted with "o". Rej is for continuous
distribution and Bej.d is for discrete distribution.

Graphical parameters may also be supplied as arguments to this function (see par).

NOTE
This function is usually invoked by the function Show.
EXAMPLES
Rej(tV,1.2,df=4) # Draw rejection region of ¢ test with degree of freedom 4.
Rej('£),1.5,41154,d£2=8)
Rej ("'norm*,1.9,alt="two")
Rej.d - See Rej Rej.d
Rep.t.test Repeated & tests based on sample mean and.variance Rep.t.test
Hep.t.test(mean, n, var, df, alt } - .- L
ARGUMENTS
mean vector of sample means. NAs are allowed but ignored at calculation.
n vector giving the sample size for each value of mean. If the length(n) is 1, then all sizes are
assumed to be the same.
var COIMOR variance.
t degreé of freedom. Default is sum(n) ~ length(mean).
alt square matrix with the same number of columrs or rows as the length of mean. The lower
triangle part of this matrix specifies alternative hypothesis for every combination of mean:
: 1(greater sided), O(two sided), -1(less sided) or FA(no testing). Default is a 0 matrix.
VALUE
a list represeniing the result of repeated t test with the common variance var:
prob matrix. The [ij] element of the lower triangular of this matrix gives p-value of the t test for
the pair mean[i] and meau[j] as specified by the given for argument ait. Any other
elements are Kis. )
+ matrix. The lower triangular element gives the value of t statistic for each tesi. Any other
elements are §is,
alt the same mairix as the argument alt.
4f common degree of freedom. . : . N
sigma common standard deviation. The component -t is normalized by this amount.
method the name of method applied R )
alt alternative hypothesis
See rep.t.test.
EXAMPLES

Rep.t.test(1:3, 6, 4:):
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Show Show rejection region, confidence bounds or survival function Show

Show(x, ievel=0.05, mainm, alt, tol, exact=T,; child=F)

ARGUMENTS
x a list like that returned by one of various testing functions including rep.t.test, survival
analysis functions  survive.fus, KpMeier and Lifetable and the function Conf. Atomic
components t,z,chisq or £ are recognized as values of such test statistics. Components cov,
between and block are recognized as' Tesults of Ouneway.test (ANOVA) or
Oneway.cov.test (ANOCOVA). '
level significance level, the size of rejection region.
main character string for the main title. This is valid only for the case of single plot. If the
argument is omitted or multiple plot is required, an appropriate title is generated from the
component method of x
alt alternative hypothesis, If "two", rejection region is two sided, and right sided or left sided
according to "greater'of “less". . This is valid only for the case of single plot. For
components chisq or ¥, alt is always “greater", otherwise the value of components alt of
_x is used. )
tol if a vector of tolerances is giver, confidence bounds will be calculated and plotted from the
tesult of testings. '
exact If TRUE, exact propertion of the barplot is shaded according to level.
child If FALSE multiple plot is turned off. This flag is used for recursive call of Show.

SIDE EFFECTS
If the component time is found in x, survival functmn will be drawn. If the component
conf.bd is found, or the argiment tol is given and x the result of a testing, then confidence
bound wili' be' drawn. I one of atomic components = t;z,chisgq or £ is found in x,
corresponding rejection region is shaded. Ctherwise, components cov, between or block will
be searched. If found, conespondmg r‘-]ertlon reglom are plotted.

Graphical para.meters may a.lso be supphed as ax‘g;uments to this function (see par).

EXAMPLES"
~Show( survive. 'fu.n(Survi) ) %survival function - .
Show( Paired.t.test(X,¥), tol=pretty(c(0,0.1) ) )} #contidence bounds
Show(tt«-Paired.t.test(x,y)) #save numerical Tesult and have a
#graphical representation
tt # check the numerical result

zz«—Dneway cov.test{Data,Level,Block,Cov) # oneway covariancé test
Show(zz) -# graphical representation :

Sp.test Spearman’s rank corrélation and nonparametric test for zero correlation Sp.test

Sp.test(x, y, alt="two")

ARGUMENTS
x,y vectors. The x and y must have the same length n. HAs are allowed but ignored at
calculation.
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alt alternative hypothesis for the correlation; "greater” (greater than 0) or "less™ {less than
0) or "two" ( monzero ). - . ‘

VALUE
a list representing the result of Spearman’s rank correlation test:
rho correlation between x and y.
2 normalized rho.
n nnember of cbservation.
prob p-value {asymptotic).
method the name of method applied.
alt alternative hypothesis.

The Spearman’s rank correlation rho is defined as

tho = 1~ —2— Sris)"?
n -—-n

‘.

where r; is the rank of x[i}] in x and s;is the rank of y[i] in y. The normalized rho is

z=m{rho—--—3§--—

{ n —n
NULL HYPOTHESIS
x and y are independent.

EXAMPLES
Sp.test(X, V)

StMw.test  Stuart-Maxwell test of the marginal homogeneity of a contingency table  StMw.test

St¥w. test(x, y, A=diag(i, m-1, m) )

ARGUMENTS
x,y categories, A square contingency table may be given for x. The length and the level of x and
y should te the same. Table values must be non-negative. ¥NAs are allowed but ignored at
calculation. ’
4 a weight matrix for the generalized Stuart-Maxwell statistics. Default is diag{1l, m-1, m)
where m is the number of levels.

VALUE
a list represeniing the result of Stuart Maxwell test:
chisg Stuart Maxwell statistic. If x and y are given, the statistic is calculated for the table(x,y).
df degrec of freedom, m-1. '
prob p-value (asymptotic).
method the name of method applied.
alt alternative hypothesis. Always "one".

The test is for the homogeneity of row and column marginal distributions of the contingency
table.
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The chisquare statistic chisq is defined as
chisq = (4d)(4 VAY)~i{4d)

where V={v;) is the m by m weatrix with v =n, +n ;~2n; and 2= —(ng+n;) for i#], and the
d is the vector with d;=n;—n; The weight matrix 4 is a m~1 by m matrix of full rank.

NULL HYPOTHESIS
Marginal distributions of x and y are the same.

LEFERENCE
Fleiss, J.L. (1988), Stuert-Mazwell test, Encyclopedia of Statistical Sciences, Vol 9, pp.32-35,
""Eds. S. Kotz and N. L. Johnson, John Wiley. B

EXAMPLES
StMw.test(Vision)

T.test T test for location ER T.test

T.test{x, y, alt="twe")

ARGUMENTS
x,y numeric vectors. The x and y must have the same length. If y is missing, one sample ¢ test
ic applied. KAs are allowed but ignored at calculation,
alt alternative hypothesis, "greater” (location of x is greater than that of y) or "less"
(location of x is less than y} or "two" { locations of x and y are different).

VALUE .
a list representing the result of paired t test:
t paired { statistic.
sigma standard deviation. t is normalized by this amount.
&t degree of freedom.
prob p-value.
method the name of method applied.
alt alternative hypothesis.

Paired t statistic is given by

LY
_sigma‘

¢

where @ and sigma are mean and standard deviation of the difference x-y.

NULL HYPOTHESIS
Locations of x and y are equal under normality assumption.

EXAMPLES
T.test(X, ¥)
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Two.t.test = = ) Two sample t test Two.t.test

Two.t.test{x, y. alt="two")

ARGUMENTS
x,y numeric vectors. ¥As are allowed but 1gnored at calculation.
a1t alternative hypothesis, "greater” (location of x is greater then that of y) or "less"
{location of x is less than that of y) or "two" (two locations'of x and y are different).

VALUE - .
a list representing with the following components:
t twe sample t test statistic.
sigma standard deviation. t is normalized by this amount.
af degree of freedomn.
prob p-value,
method the name of method applied.
alt alterrative hypothesis.

Unopaired ¢wo sample t statistic is given by

P2/ T .
sigma
where L )
sigmé (__ (n.w-l)s 24(n y—1)3y ,
y nytny -1

and s, ? and sy ? are unbiased estimate of variances of x and y, respectively.
NULL HYPOTHESIS

There is no difference between lm.atxons of x and y.
See T.test

EXAMPLES
Two.t.test{X, ¥)

Welch.test Aspin-Welch test Welch.test

Welch.test{x, y, alt="two™)

ARGUMENTS
x.y nameric vectors. NAs are allowed but ignored at calculation.
alt alternative hypothesis, "greater" (location of x is greater tham that of y\ or "less"
(k)ratxox'. of x is less than that of y} or "twe" (two locations of x and y are different).

VALUE
a list representing the result of Aspin-Welch test for the difference of locations:



KSTS/RR-90/003
February 7, 1990

22 Welch.test S Function Documentation

t Aspin-Welch statistic.
sigma standard deviation. The t is normalized by this amount.
df (continuous) approximate degree of freedom.
probv p-value (approximate).
method the name of method applied.
alt alternative hypothesis.

This test is a t test of the equality of location of two samples for the case when equal variance
may be violated.

The t statistic is defined as

t ={(z —y) / sigma

where . .
. 2 % 5
sigma” = ~— + —,
ng n,
The approximate degree of freedom df is
1
df = 2 2
¢ + glmc
ny~1 a1
where -
2 )
€= —|—+—|
g | By Ny |

NULL HYPOTHESIS
There is no difference between locations of x and y wnder normality assumption.

EXAMPLES
Welch.test(X, Y)

Wil.s.test Wilcoxon signed rank sum test Wil.s.test

¥Wil.s.test(x, y, alt="twe", correct=T)

ARGUMENTS
x,y nomeric vectors. The 'z and y must have the same length. Eis are allowed but ignored at
calculation.
alt alternative hypothesis, "greater’ (location of x is greater than that of y) or "less"
(Yocation of x is less than that of y) or "twe" (twolocations of x and y are different).
correct I{ TRUE, continuity correction is applied. -

VALUE .
a list representing the result of Wilcoxon signed rank sura tesi:
z normalized signed rank sum.
sigma standard deviation. z is normalized by this amount.
prob p-value (asymptotic).
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cE

method the name of method applied.
alt alternative hypothesis. The Wilcoxon signed iest statistic is currenily defined as

1
g = {T+ - _ﬂ%‘*‘_ﬂ_} / sigma
AN 7

where sigma® = n{n41){2n+1)/24 and v is the rank sum of abs{x-y) with x-y>C.

NULL HYPOTHESIS
The median of x-y is 0.

EXAMPLES
Wil.s.test{X, V)

Fil.test Wilkcoxon U test, Test for the equivalence of two survival time objects Wil.test

Hil.test(x, y, alt="two'", exact=T)

ARGUMENTS

x,y numeric vectors, or survival time objects like that returned by the function survive.

alt alternative hypothesis, "greater" (location of x is greater than that of y, survival function
for x dominates that for' y) or "less" (location of x is less than that of y, survival function
for x is dominated by than that for y) or "two" (two locatxons are different, two sarvival
functions for x and y are different).

exact If exact is TRUE and x and y are numeric vectors, the exact p-value will be calcala! ed as far

as both length(x} and .Length(y) are less than 50 and no ties exist in ranks of x and y.
Otherwise normal approximations is applied to obtain the p-value,

If nwmeric vectors are given, Wilcoxon U statistic is caiculated. QOtherwise, generalized
Wilcoxon test statistic for the equivalence of two survival time data is calculated. It is alsc
known as "Gehan’s Generalized test statistic.

VALUE \
2 rark sum test statistic based on x and y. When exaci p-value is calculated, the name of this
component is wil and the value is a simple rank sum of x.
sigma standard deviation. z is normalized by this amount.
prob p-value.
method the name of method apphed
alt alternative hypothesis.

The Wilcoxon U statistic is defined as

= ny n4n,+1)/2 + correction

sigma -

where sigma is given by
sigma’ = n n (n+n,+1)/12

and Uis the sum of rank{c(x,y)) along with lorger vector x or y.
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Generalized Wilcoxon test statisiic is caleulated as

z = §lugfsigma
where sigma is

nigh

sigma? = g -—)- E( E*""ij):}
[}

(n.w+r’y)("x+“y"1

and v, is -1, 1 or 0 according to

1. x[il<y[j} or x[il=y[i] and y{j] has status 2 or 3, i.e. censored.
2. x[i1>y1[31 or x{ij=y[j] and x[i] has status 2 or 3, i.e. censored.
3. otherwise.

The v;; is defined as similarly as u; by putting x=y=c(x,y).

NULL HYPOTHESIS ‘ .
Two locations are equal { U test) or Survival functions for x and y are equivalent
{Genelarized Wilcoxon).

‘EXAMPLES
. " Wil. test(Survi,Surv2)

Wilcoxon Distributicn of Wilcoxon rank sum statistic » Wilcoxon

dwil(m, =, xmin, xmax, ¥freq=F)
peil{x, m ,n}

qwil(prob, m, n)

rwil{on, m, n)

ARGUMENTS
n number of observations from treatment group.
n number of observations from contrast group.
x vector of cumuiative probability on each value of x will be calculated.
xuin minimum of x, from where the probabilities should be computed.
smax maximum of X, to where the probabilities should be computed.
freq If TRUE, the theoretical frequencies are réturned, instead of probabilities.
vector of cumulative probability on each value of x will be ealculated.
pred vector of probabilities. Missing values(¥As) are allowed.
mn sample size. If length(nn) is greater than 1, then length(an) random numbers are
returned. ’ :

12

VALUE , : .
The function dbn retvrns a list with the following components:

vector of integers; max(w#{m+1)/2, amin) :min( m*{2n+m+1)/2: xmax).
preb vector of probakbilities on x.

3

GCther functions return vector of cumulative prébéb‘i]ity(pwil), quantile{qwil), or random
sample(rwil) for the rank sum distribution.

NOTE .
This function will load the C object "mw.o" through library.dynam("nesi", "mw.o").

SOURCE
The original C code is written by A.R.Wilks at Bell Labs.
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EXAMPLES
dwil(4,6) % all probabilities:of Wilcoxon ramk sum statistics with.
# m=4 and u=6 :
pwil(24,4,6) = # the probability of x<=24

Z.test Z test for the equivalence of pair of survival time objects Z.test

Zotestdx, ¥, alt="two", breaks=5)

ARGUMENTS
%,y survival time objects, like that returned by the function sarvive.
alt alternative hypothesis, "greater” (survival function for x dominates that for y) or "less"
(survival function for x is dominated by that for y) or "twe" ( two survival functions for x
and y differ).
" breaks either a vector of breakpoints or the number of equal-width intervals into which x and y
should be cut. '

VALUE

This function calls Lifetable to obtain survival functions for x and y, and Z test statistic is
calenlated based on those two functions. A list representing the result of Z test:

time time vector. . :

2 vector giving Z statistic for each value of time.
prob vector giving p-value for each value of time.
method the name of method applied.
alt alternative hypothesis.

The Z statistic is defined as
o Sx["} o Sym
i) =
R CZ e AT

where 5 and 5, are suvival rates and s, and s, are standard esrors of S, and 8§y, with respect
to x and y.

NULL HYPOTHESIS
Two survival fanctions are eqaivaleni.

EXAMPLES
Z.test{Survi,Surv2)

as.survive See survive as.survive
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autocov Autocovariances autocov

antocov(..., maxlag=6)

ARGUMENTS
. any number of arguments. Fach azgument is interpreted as a time-series except when a time
series matrix like that returned by tsmatrix is given. In this case, each column is interpreted
as a time-series.
maxlag maximam lag of autocovariances

VALUE
a list with following coinponents:
auntocov a maxlag+l by k by k array, where k is the number of arguments given for .... I{ only a
time series given, the value is a simple vector. :
tsp time series parameter, which is intersections of time windows for the argaments .. ..

The [,i,j] elements of the component antocev give a sequence of autocovariances,

';I;'Z'-'”j(t)m-(i‘*'h),‘ h=0, - - -, maxiag ,
b PO

where z(1) is the j-th time series given for ... and the n is the length of intersection of given
time series. ‘

EXAMPLES
antocov(ship, hstart)

cnorm Coverage probability of normal distribution’ k cnorm

cnorm(x, mean=0, sd=1, sides=T)

ARGUMENTS g
x vector of break points. Real line is divided into lenmgth(x)+1 intervals, where the first
interval covers from minus infinity to x[1] and the last interval covers from x[length(x)]
to infinity. )
mean mean of normal distribution
sd standard deviation of normal distribution
sides If FALSE, coverage probabilies of both sides are not returned.

VALUE
vector of coverage probabilities caiculated from the normal distribution with mean mean and
standard deviation sd, of intervals specified by the bresk points x and the option sides.



KSTS/RR-90/003
February 7, 1990

S Function i)o'cument,atipn diff.test 27
dbn See Binomial dbn
dnyp Lo V . See Hypergeometric dhj’p
diff.test Interactive test for the differexce of two samples diff.test

diff.test(x, y, ait="two", correct=TRUE)

ARGUMENTS
x vector or category
y vector or category
slt alternative hypothesis. Choices are "two"(two sided), "greater"( x is greater sided than y )
.or "less" (x is less sided than y). This argument is not used when x and y are categories.
correct If TRUE, continuity correction is applied a5 far as possible.

VALUE : : :
o a list representing the result of one of tests for the difference of two safuples described in the
followinig tree.. At each stage, graphical or numeric assistance is available for:user to choose
one of options. If Chisq.test is selected, vector of frequencies of x and y-are combined into
a 2 by (the number of levels) contingency table and passed through Chisq.test.
EXAMPLES

diff.test{X,Y)
FUNCTIONS CALLED
diff.test

!
paired =F ; T

category . vecior category 3 vector

1 I
! I
I |
Chisq.test Mc.test o
|
!

Normal=F T Normal=F

eq.scale=F
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P i .

Wiktest ' . ‘Welch.test Two.t.test

dwil : See Rilcoxon Lot dwil
ihdep.test : "Interactive test for the independence of two samples indep.test
indep.test(x, y, correct=T, alt="two")
ARGUMENTS
x vector or category
y vector or category
correct If TRUE, continuity correction is applied. B
alt alternative hypothesis. Choices are "two", “"greater" or “less”. This is not used when
Chisq.test is selected. ; ot
VALUE -
a list representing the result of test for the independence of two samnples, Cor.test,
Chisq.test, Kd.test or Sp.test.
If x and y are categories, always Chisq.test is called. Otherwise the user will be asked if
normality can be assumed. At this stage, a graphical or numeric assistance is available. If
normality can be assumed, Cor.test is called, otherwise the user has io choose either
Ed.test or Sp.test. )
EXAMPLES

indep.test(X,Y)

FUNCTIONS CALLED

indep.test
l
different length | same length
l !
| !
ERROR category | vector
i |
! i
| normal=F | T
!
t
Chisq.test | ]
Kd.test Cor.test

Sp.test
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is.survive See survive - o ' . is.survive
Yife.test Interactive test for the equivalence of two survival time objects life.test

life.teet{x, y, alt="two", breaks=5}

ARGUMENTb
: x survival time object, like that returned by the function survive.
y survival time cbject, like that returned by the function suzvive.
breaks either a vector of breakpoinis or the number of equal—wnith intervals intc which the value of
x and y should be cut.
‘alt alternative hypothesis, which is one of "ewo"( survival fanctions differ ), "greater'(survival
function for x dominaies that for y) or ‘less"( survival function for x is dominated by that

{for y).
VALUE . T
2 list representing the result of test for the equality of two survival functions, Cox.test,
Logrank.test, Wil.test or Z.test. '
If breaks is given, always Z.test is invoked. Otherwise, the user may choose one from
Cox.test, Logrank.test, ¥il.test or Z.test. ’
EXAMPLES
life.test(Survi,Surv2)
mrbeta See Msequence mrbeta
mrcauchy See Msequence mrcauchy
mrchisq . see ¥sequence ‘ mrchisq
mrexp See Msequence mrexp
mrf ) See Msequence mrf
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nrgamma See Msequence k nrgamma
nrlnorm See lisequence mrlnorm
mrlogis - 3 See Bsequence b mrlogis
RCROYTA See Hsequence 4 mrnorm

mrteov Sec Msequence ] nrt
wrunif See Hséqnen;:e mrunif
nesi Tree based menu for NESI functions o nesi

z

nesi(..., tree=test)

ARGUMENTS

S objects to be analyzed

tree a tree which derives the function Henu.
EXAMPLES
nesi{X,Y) # analyze X and Y
oneway.test Tnteractive oneway analysis : oneway.test

éneway.test(data, level, block, e:o’v, correct=T, t0l=0.05)

LARGUMENTS . -
data- vector or category. EAs are allowed but ignored at calculation
level vector giving the level of each value of data. ¥is are allowed but ignored at calculation.
block vector giving the block number to whick each value of data belongs. This argument is

correct

tol

VALUE

required only when the design is a blocked design. ¥Ais are allowed but ignored at
calculation.

vector giving the value of covariate for each value of data. NAs are allowed but ignored at
the calculation. This argument is required only for the case when Oneway.cov.test is
chosen.

i TRUE, comtinuity correction is applied. This option is valid only for dichotomous
categories. This argument is required only for the case when Chisg.test is chosen.

tolerance for the significance of covartate cov. This argument is required only for the case
when Oneway.cov.test is chosen.

a list representing the result of oneway variance analysizs by one of methods, Chisq.test,
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Kr.test, Q.test, Oneway.test or Oneway.cov.test.

EXAMPLES

oneway.test(Data, Level, Block)

FUNCTIONS CALLED

oneway.test

cov:given i

Oneway.cov.test

coviomitied

block:given | block:omitted
| !
| |
| category i
l
{ | |
| [ {
normal=F | T i normal=F | T
i -
; ! i ! |
i I ! | |
Q.test Oneway.test Chisq.test Kr.test Oneway.test
pbn See Binomial pbn
pf Probability for Central or Noncentral F-distribution pf
pilq, df1, 4£2, delta=0)
ARGUMENTS

q vector of {positive) quantiles.

af1 vector of degrees of freedom for numerator
a£2 vector of degrees of freedom for denominator
delta vector of noncentrality parameters, that is, the sum of squares of mean of normal random
variables when the denominator of the definition of F-statistic is decomposed into the sum of

squares of snch normal variables.

VALUE

Lower probability for central or noncentral F-distribution with degree of freedoms df1 and

d£2, and noncentrality delta.

NOTE

"To use this function, the library should be attached at position 2 to mask the system function
pf, for example, by library(uesi, first=T). This function will load the FORTRAN object

npf.o" through library.dynam("mesi®, "pf.o").
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SOURCE
“The original FORTRAN code is written by J.Takeuchi at Keio Univ.

EXAMPLES
p£(1,5,5,0.1) #Cumulative probability of noncentral F-gistribation at 1
#with degree of freedoms 5 and 5 and noncentrality 0.1 .
p£(0.4,2,3) Cumulative probability of F-distributicn at 0.4 with
$degres of freedoms 2 aad 3 .

phyp See Hypergeometric phyp
pail See 'Hi.lc;oxon : pwil
qbn ‘ See Binomial : qbn
qhyp See Hypergeometric ‘ qhyp
qwil See. Wilc;xxon qwil
rbn ) : See éin;umial rbn
rep.t.test Repeated t tests rep.t.test

rep.t.test{data, level, alt, method)

ARGUMENTS
data data vector. ¥As are allowed but ignored at calculation.
1evel vector giving the level to which each value of data belongs.
alt square matrix which has the same number of columns and rows as the number of levels. The
Jower triangle part of this matrix specifies alternative hypothesis for each combination of
levels, 1(greater sided), O(two sided), ~1(less sided) or EA(no testing). Default is 0 matrix.
metbod choice of methods to evaluate p-values of repeated t tests. Currently three methods are
implemented, St(Student), Bo(Bonferoni}, or Da(Dunn).

VALUE :
a list with following components: .
prob matrix. The [i,j] element of lower triangular of this matrix gives the transformed p-value of t
test for the pair mean[i] and mean[j] as specified by the argument alt. Any other
elements are all EAs. The transformations are, no transformation, kx(p-value), 1 - {1 - (p-
valae))#xk respectively for the method, Student, Bonferoni and Dunn, where k is the number
of combinations of t tests.
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t matrix. The lower triangular element gives the value of t statistic for each t test. Any other
elements are all Eds.
alt the same as the matrix given for alt.
&f comrnon degree of freedom.
sigma coramon standard deviation.
method the name of method applied.
alt alternative hypothesis.

¥ metkod is omitted, the nser will be asked to choose one of methods,$t, Bo or Du.

EXAMPLES
rep.t.test{Data, Level)

rhyp See Kypergeometric rhyp
rwil See Wilcoxon rwil
survive Survival Time Objects survive

survive(data, siatus=1, stari=0, end=0)
is.survive(x)
as.snrvive(x, status=1)

ARGUMENTS
data vector of survival time. If omitted, this is calculated by data = end - start.
status vector giving the status of each case, 1 is for "death®, 2 is for "censored(alive}"”, and 3 is for
“censored(dropout)".
start vector giving the time at which observation starts.
end vector giving the time at which observation ends.
x any S object.

VALUE
survive returns a sarvival time object with the same mode as data and with an atiribute
status.
is.survive returns TRUE if x is a survival time object, FALSE otherwise.
as.survive returns x if x is a survival time object, otherwise returns a survival time object
with an attribaute status given by the argument status.

EXAMPLES

survive(c(2,4,6,7,3),c2,3,2,1,2)) # creates a survival time object
is.survive{ Survi ) # check if survival time object or mot
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survive.fun “ Estimation of survival function survive.fun

survive.fun{x, breaks)

ARGUMENTS
x survival time objects, like that returned by the function sarvive,.
bresks either a vector of breakpoints or the number of equal-width intervals inio which the values of
x should be cut. If breaks is 0 or omitied, KpHeiex is called, otherwise, Lifetable is called.

VALUE
a survival function object as described iz KpMeier or Lifetable.

NOTE . ,
If break points are given to. breaks the right end of intervals may be given. The values of x
are cut into left open and right closed intervals. For example, if x takes only integers from 0
to 7 and the desired inteérvals are [0, 3] and [4, 7] then a sinplest way is to give <(3,7) for
breaks. ‘

EXAMPLES

: survive . fun{Survi)

table.assoc.test Interaciive test of association for contingency table table.assoc.test

table.assoc.test(x, y, strata, correct=T, alt="two")

ARGUMENTS

x,§ categories, matrix or array.. ¥As are allowed but ignored at calculation
strata vector giving sequence nnmber of stratum to which each value of x and y belongs. If given,
Halae.test is always called. '
correct gontinuity correction is applied if possible.
-~ alt alternative hypothesis. This argument is required only for Fis.test.

VALUE : .
a list representing the result of a test of the association for a contingency table, HaKae . test,
Hc.test, StHu.test, or Fis.test or Mallae.test.
¥ x:and y are dichotomous categories and strata is missing, the user will be asked to
choose one from Fis.test, StMw.test or Mc.test. Otherwise, choices are only StMv.test
or Hc.test. '

EXAMPLES

table .assoc Jtest(Mc.X, Mc.Y)
tabla.assoc.test(Vision)



