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Note 1

The Chapter VI in this Research Report was published at June 8, 2017 and
the second edition with addition about Theorem F, is presented here at
August 27, 2017 (c.f. pp.140~141) .

Note 2

The author have made a slip of the pen as for application of N.Wiener
Theorem (c.f. N.Wiener [ 1], Theorem 24, pp146~9)to Theorems G, and G,.
Then he will intend to correct it and present here at December 24, 2017 as

the third edition.
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THE SPECTRE ANALYSIS AND SYNTHESIS ON THE N.WIENER CLASS S (2)

by

Sumiyuki Koizumi

Department of Mathematics,
Faculty of Science and Technology, Keio University,
3-14-1, Hiyoshi, Kohoku-Ku, Yokohama, 223, JAPAN

ABSTRACT
We shall continue the problem of spectrum of function of the N.Wiener class S after the

preceding section 14 in this research report V and we shall prove that in the Theorem E,
we need not always the hypothesis (D, ) and present it as the Theorem E". We shall

also treat the same problems as for Generalized Hilbert Transforms.

15 The Spectral Analysis and Synthesis on the N.Wiener class S .
We shall explain these circumstances for the sake of completeness as follows

15.1 Let us suppose that for function f of the classS;, there exist the following

limit
,
(C;) ,ll_l;r)?n?ﬂ%:[rf(Ji:)e_';wdx=c,1 (Vreal 1).

Then we have by the one-sided Wiener formula

T A+E
1

_[‘f(x)e"""dx = lim Wor? A‘L{S(u+g,f)—s(u—g,f)}du (Vreal 1),

We shall begine to define the class S, after Prof. N.-Wiener[ 1].

Definition of the class S, . In case f is measurable over (—0, )and integrable of its

L
2T

lim
T'—w

square modulus locally and exist the following limit
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1§ '
lim — x)| dx
fmor [1760))
we shall say that f belongs to the class.S; .

Let us introduce the generalized Fourier transforms (G.F.T.) after Prof. N.Wiener

—HLI

jf(x)LdHl;m——[j

dm——=| | +] }f(x)

s(u,f)—J_

Then we have

-A

2sinx

s(u+g,f)—s(u—£,f)=l;ii.m Jf( )——e™dx

and

j:{s(u+e,f)—s(u—£,f)}du— f[nm-\/ﬁif{ )25’”" '”‘”dedu.

Let us define the following formulas

2sinx

Fy(u)= j f(x)=—=¢""dx

and

2smx

F(u)= l;li.m j Fla) =g
respectively, then we have by the Plancherel theorem
|| Fy(u)=F(u)||,—>0 (Ad—>w). (Vreald)
Since the strong convergence implies the weak convergence, we have
T F.(u)y, (u)du—> TF(u);fA_E(u)du (A—>w®), (Vreald)

where the y, (u) denotes the characteristic function of interval (A—£,4+¢) and

this formula is written as follows

A+e A+e
jF(u)du—> [F(u)du (A=), (Yreald).

~& A-g

Let us remark that this formula is also proved by the Schwartz inequality directly.

Now we have by the theorem of Fubini

J_TUI’( YR ¢ = —— ff( )mmU

A-e\ -4 -£

—mxdqux
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1 7 aiy[ 280 T
——ﬁ:[{(f(x)e )[ smng \/__::[D f() szr;sxdx

*
(A—>®), (Vreald).
Therefore we have
A+e

. 1 1 -M.\:
%Eg_ {s(u+e,f)-s(u- gf)}du_—Jzzfzm—[(f()

The one-sided Wiener formula: Let us suppose that f(x) is measurable and

.SH’I EX

dx .

#
integrable locally and ZL I \f(x)|dx isbounded as for 7" —> . Then we have

sm EX

zzm—jf(x) A e = hm—-[(f( x )e ) dx

in the sense that if the limit of left hand side exist then the limit of right hand side also
exist and their limiting values are equal

Let us remark that if f(x) belongs to the classS,, then the presupposed conditions
of the one-sided Wiener formula are all satisfied. Then applying the one-sided Wiéner

formula we have

Ate

c, =fﬁ%_[f(x) r}u:dx 1;‘,—?328\/_ J s(u+g,f)—S(u—E,f)}du

(Vreald) .
15.2 On the Lemma E .
We have

Lemma E° Let us suppose that f(x) belongs to the class S and satisfies the
hypothesis (C, ) (Vreal ). Then we have

A+E
{:I_r)rg-——jls(u-i—g f)=s(u—¢, ) du _0'(/'1'.+0¢aj/_2_;r(l 0.9} (Vreal 1).

Proof. Letusdefine ¢(x) as auto-correlation function of f(x)
1t o
x)=lim— X+1)f(t)dt
o(x)=lim 2T_jrf( )/ (1)

and o(u)=o(u,p) asits GFET. Then applying just the same argument as Lemma
E(c.f. ibid.V,p.125) we have the above formula

Ate
l:m— j |s(u+¢e,f)—s(u—=g,f)[du _a(l+0€0\)/2_;(;b 9.9)

=0 4de
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15.3 On the Theorem £.
We have
Theorem £~ . Let us suppose that f(x) belongs to the classS and satisfies(C, ) and

(R, ). Then we have the same conclusions of the Theorem £ without the Hypothesis

(D,).
Proof. We shall prove Theorem E step by step as follows.
Step(i) We have by the Schwartz inequality

A+E
Jep Poilines o J bl aufl=stu=afijdul

1 2, 0(A+0,p)—c(u-0,p)
sir‘fgzr;);b(u+£,f)—s(u—5,f)| du = NP .

Therefore we shall conclude that if o(u) is continuous at # =4, then we have

c, =0.
Step(ii) Since o(u) is a bounded and monotone increasing function, there exists

the set of at most countable points A and satisfies properties as follows.

Let us denote A={4,} (n=0,1,23..) and ¢, =¢, (n=01273,.) where

A, =0 and ¢; =0 may be permitted.

Then we have

(i) If A& A,the we have
o(A+0,¢)-c(u-0,p)=c, =0.

(ii)If 4, e A (n=0,1,2,3,...). Then we have
< O-(Il” +O’(p)_o-(ln _O’QD) (n - 0,1,2,3'”")

B V2

lc, [
n

and
o(%,+0,9)-0(4-0,p) o(x@)-0c)-2¢)

S G

n n

Then there exists the B, -almost periodic function g('x)of which Fourier series is as

follows

g(x)~ Zc"e”"".

By the hypothesis (C, ),we have
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A 1 K —idx . 1 T —IiAx
_:’,z_tiﬁ:[.f(x)e dx=£ﬁf:[‘g(x)e dx (Vreal 4).

(c.f. V ibid. p.129).
Step(iii) Then if we put f(x)—g(x)=h(x) say. Then we shall prove that the

function A(x) belongs to the class S . Since f(x) and g(x) both belong to the

class § and we have

lim—— [ ex ot =im = [{res0=stxs0}i70=gja

s I{%%J;f(x +1)f (1 )dt —Mz‘—r_jrf(xﬂ)@“u: = ?{iﬂ%:[rg(xAH)fT)dt 4 i{r’?i%:[.g(x-br)gT)dt
and we have also
1 X — 1 K —_— 1 % —_
lim EFJ f(x+1)g(t)dt = lim EJ g(x+1)f()dt = lim — j &(x+1)g(1)di

(c.f. IV ibid. pp.105~108).

Therefore we have
1 — 1T — .1 =
;f_z_rggj.h(xﬂ)h(t)dt == fiz_f,gf:[‘f(xw)f(t)dt ~m-2-ij?g(x+t)g(r)dt.

Thus we shall prove that A(x) belongs to the class.S .

Step (iv) We shall consider auto-correlation functions(x; f ), (x;g) and y(x;h)of
f.gh itheir GET. o(u;¢),o(u;ywv) and o(u;y) of ¢,y, ¥ respectively.

Then we shall prove

o(x; f)=w(x;g)+x(x;h) and  o(u;p)=oc(uy)+o(u y)

respectively.

Step (v) Since o(u,;¢) iscontinuous on the se A° and discontinuous of the first kind
with jump on the set A we haveasfor A=4,,(n=0,123,..)

) 3 i, A, +€
|2< o(A,+0;,9)-c(4,-0;9) =lim 1 J {o-(u+g;(0)—0‘(u"3;§0)}du

a m e 2.9\/%

On the other hand, since o(u;y) is G.FT. of w(x;g) and w(x;/g) is the

.

auto-correlation function of B, -almost periodic function g(x), we have

f 2xYle, P (u%i,)

Ay <

o(uy)=

\/E(Zm, & +l|c,,, ]2] (u=2,)

A, <t 2
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and so we have
e P= o(A,+0y)-oc(4,-0,y)
n "27[

on the set A and

(n=012,--)

o(A+0,y)-c(A-0y)
c, = =0
V27
on the set A°..
Step (vi) Therefore we have proved that o(u; y) is the difference of two bounded,
monotone increasing function and so function of bounded variation. The o(u; y) is

G.FT.of y(x;h) and y(x,h)is the auto-correlation function of A(x), we could apply
the N.Wiener Theorem[ 1 ]( Theorem 24,pp. 146~149) and we have

. 1z (A +0;0)—a(A —0:p0) . 5|
lim— || y(x;h)[dx = { - - —je.ll
fmar |12 2 NP

In particular, if the o(u,p) is continuous everywhere then it is satisfied
o(A+0,p)-c(u—-0,p)=c, =0 (VY real 1)
Therefore we have

17 :
lim — x h)|dx=0.
TgQZTJJz( )|

Moreover we could apply to the formula the N.Wiener Theorem[ 1 ](Theorem20, p.138)
and we have
x(x;h)=0, ae. x. and o@(x;f)=w(x;g) ae x
15.4 In the last of this section we shall prove

Theorem F| . Let us suppose that f(x)e€S,. Then the necessary and sufficient
condition for the hypotheses(C, ) are satisfied for all real A, is the following conditions
f(x)+we™ €8, (=, &i)

are satisfied for all real A .

Lemma F. We have the following formula .

(\f?.-:; (A-e<u<ldl+g)

s(u+£,e‘“)—s(u—g,e'“)=7 _%r_ (u=A+g)
0 (u<dl-g,Al+e<u).
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Proof of the Lemma F. Let us start to calculations of the G.F.T. of "™ .We have by the

definition of G.F.T.
s(u+e,e™)—s(u—g,e*)

1 1 —r(uﬂ:)r (-1 a4 7] ,oi(ute )x
L fen T s L fof o
27 e} —IX A= _—A | —IX

1 1 —J(lt £)x 1 -1 4 , e—:(u-r:),r
je dx—l.i.m.— I+J e ——dx

\/27r he' ix Ao 2 a1 —ix

L —ifu-i+g)x —ifu~A-g)x -1 4 —ifu—-A+g)x —ifu—A-g)x
1 e —e : 1 e —e
= I dx+1lim— J+J - dx
—IX

V27 -1 —ix Ason D -4 1

1 © e-vr'(rh/l+s)x _e—r'(rf—/l‘c‘)x
=PV.—| dx

N R

Therefore we have

s(u+¢g,e* )—s(u—g,e* )= 2 {sign(u—A+¢)—sign(u— - &}

v 1 Jsin(u-,3,+s)xdx_P_V jsm(u—/l—s)x
\/E_w X N2 x

where we have

dx

sinnx

P.V.I—dx (signn ) .
and then we have
(\/ﬂ (A-eg<u<l+eg)
Jax

2
0 (u<A—-gl+e<u).

s(u+g,e® )=s(u—-g,e™ )= (u=Ateg)

Proof of Theorem F;. (The necessity of condition): Let us suppose that f(x) belongs
to the class S, and satisfies the condition(C, ).

First of all, we shall remark the following identities

| f(x)+we™ P=\f(x)] +of(x)e™ +of(x)e ™ +| o] (=11, +i).

Then applying the condition(C, ), the existence of limit of following formula
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’
Tlim2—171* J‘ | f(x)+we™ | dx (o==%1, +i)  (Vreal 1)
o0 _"!‘
is guaranteed and therefore we have
f(x)+we™ eS8, (=%, ti) (Vreal 1).

(The sufficiency of condition): First of all, we shall remark also the identities

f(x)e™ = f(x)e™
:—Al-}’-{‘jl(X)‘l‘e"lx |2 _|f(X)_eMJ 13 +f|f(x)+l-eiir 12 —Hf(x)—iem |2}.

Then applying the condition f(x)+we ™ €S, (w==*1, =*i),(Vreal 1) the
existence of following limit
1 ¢ .
lim — et YVreal A
lim — J (x) ( )
is guaranteed and the condition(C, ) is satisfied.
Theorem F, Let us suppose that f(x) belongs to the class S;. Then the necessary

and sufficient condition for existence of the following limit

A+e
1

lim zgﬂi{s(u+€,f)—s(u—s,f)}du (Vreal 1)

is the following condition

f(x)+we™ eSS, (w=x%I, *i)

is satisfied for all real A.
Proof. The necessity of the condition is obtained by the expansion of the required

formula as follows.

IimLIIs(u+s,f+cae""‘”)—s(u—8,f+a)e'ih)]zdu
e-0 471

—o0

o

=1ij |{s(u+.s‘,f)—s(u—S,f)+a)(s(u+-9,e‘”‘“)—s(u—£,e""“))} [ du

=0 47[8

0D
o0

=!imL |s(u+e f)-s(u—c, ) du

-0 47[5

—lim-ﬂ [ {s(u+s,f)—s(u—g,f)}{s(u+g,e*”"‘)—s(u—g,e""" )}du

=0 47g o
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o

i {s(u+e f)-s(u— 8f)}{s(u+g.e"’“)—s(u—e,e"’l"')}du

-0 47r8 o
| iAx y _ o _ ,iAx 2
+£If§ s I|s(u+ge )=s(u—¢&,e"" )| du
. 1 ) , . | ® |2 At+E
=lim— |s(u+e, f)—s(u—g, f)| du+lim du .
e=0 47e -l e=0 Qg ol
& Ate At+e
—lim s(u+e, f)—s(u—eg, f)idu—1Ilim s(tu+e, f)—s(u—g,f){du
0 J2xe ,{L{ ! } ==t 2\/ e ;". { }

£

The sufficiency of the condition is obtained by the expansion of the required formula

AtE

4lim J {s(u+e,f)-s(u—g,f)}du

1
£—0 2€ f

o0

=4lim—1— {s(u+g,f)—s(u—g,f)}{s(u+s,e‘”")—s(u~.5',e""*)}du
e0 47g

-0

o0

—lzm—'f|s(u+f;f+e""“) s(u—g, f+e™ ) du
20 4775

-0
o0

—ltijls(u+a f-e*)—s(tu—g,f—e* )} du

£—0 ;rg
—a0

o

+1hm——~J|s(u+g f+ie™ )—s(u—¢g, f+ie™ ) du
£—0 ﬂ-g

—zltm—Ils(u+£f—te Wy stu =g, f~ie"® ) du
50 47g 2
Now we shall obtain the desired result by combining Theorems /| and F; .

Theorem F; Let us suppose that f(x) belongs to the classsS; . Then the following
formulas

A+e

j {s(u+e f)-s(u—g,f)du

. 1 ¢ —iAx -
tim o | et =l [ |

are true for each A in the sense that either of the limit exists, then the other limit

exists and assume the same value.
16. The Spectral Analysis and Synthesis of the G.H.T. f] (x)
16.1 Remark (1). On the hypothesis( R, ).

Let us suppose that f(x)belongs to the class S and satisfies the condition(C, ). Then
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applying Lemma £ ,we have for any constant a,

A+e

lzm]— L{s(u-H;f) s(u—g,f)}—2za, | du

A+e Ate
~..hm— _[| {s(u+e,f)-s(u- 5f)}1 du — lmm J{ (u+.s‘,f)—s(u—£,f)}du
dme

0
e=0 471 L

A+e
\/Ea J{s{u+£f) s(u— ef)}du+hm [ '{E _[d

A-g

—lim
e-0  dge

and we shall notice the following formulas

A+€

= lim 254_ L{s(u+£,f)—s(u—g,f)}du (Vreal 1)

by the hypotheses (C, ). Then we have

A+e

lz_r)vg4—f| s(u+e,f)-s(u—g,f)} - 2za, [} du

_o(A+0)-0(4-0)
2r

=cr(/1+0)—0'(/1—0)
V2r

and therefore the value of this formula attains to minimum if and only if a, =c,and

— 2
—c,@, —ca,+|a, |

~|e; ?2+|Cx—% |2-

we have
A+g
limL_[|{S(u+€,f)—S(u—s,f)}—x/§ci ? du :cr(/'l-r-O)—cr(ﬂ»—O)_lc}1 2

-0 4,

3 A-g V 277

and we have
e igsc‘)'(/'l‘,+0)—c‘)’(/1—0)
g N2

Since o(u)is bounded and monotone increasing function, there exists the set A of

(Vreal 1).

countable points A = (n=0,12,..)at which o(u) has jump and continuous

elsewhere. Thus we have the following results.
(i) If A ¢ A, then we have
o(A+0)-0(A-0)=c, =0

and

142



KSTS/RR-17/005
June 8, 2017
(Third edition, January 9, 2018)

At+e

limL _[ s(u+¢&,f)-s(u—g,f)] du=0.
047 7

(ii)If AeA thatis A=4, (n=0,1,2,....), then we have

1% , (A +0)—c(4 —0) 5
lim— s(tu+e, f)-s(u—¢,f)}—V2xc, | du=——" < o -
e ] Hstuef)=stu=2.1)) - 2mc,| = G,

16.2 Remark (2). On the Hypothsesis( R )

Let us introduce the generalized Hilbert transform

f(x)zP.V.x-”]if(t) d
T -0

t+i x—t

On the case 41 =0.If |u|< &, we have by the Theorem A(c.fibid. I, p.4 , p.19) as for
GFT.of f,(x)

s(u+£,f,)—s(u—g,_f{)

=i{s(u+e, f)-s(u—e f)} ¥2n(u+e,f)+2n(u+e,f)

where it is satisfied that

(R) gifgglg_j;h(u+&f)lzdu=0

and we shall assume that there exist a constant a( f ) such as

(R,) iﬁrgéilrg(ws,f}— Za(f)F du=0.

Now let us suppose that fl (x) belongs to the class S and the condition (R,) is

satisfied. Then we have for any constant a, =ia, +a( 1)

{s(u+£,f~l)—s(u—€,f~|)—mao}

:i{s(u+5,f)-s(u-£,f)—ﬂao}+2r,(u+g,f)+2{r2(u+s,f)— %a(f)}

and we have by the Minkowski inequality
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50 4778

tim—— [ \{s(u+.7,) - s(u-s.7,)~27a,)

=1’im—1—E|{.s‘(z4r+.€,f)—s(u~£,f)}—xfﬂa0 I du

s0d47g 7

=cr(+0)—0'(—0)

27

Therefore the value of this integral attain to minimum if and only if a, =¢, ie.

2 2
=gy IF #leg=ay |

a, =¢,,and ¢,=ic, +a( f) and we have

limL s I{s(u+5,_f,)—s(u—€,j~’l)—\/§éo}]2 du

e=0 4rg

&

limL a' |{s(u+g,f)—s(u—g,f)}—\/z_zr.co ? du

e=0 41
=&

=O‘(0+)—0'(0—)_ )

m | 0

In particular, if o(u,@) iscontinuousat #=0,then ¢, =0, ¢, =a(f)and we have

|2

&

lim—— |{s(u+g,j;)—s(u—g,ﬁ)}—\/Ea(fuz du=0
047 ?

Inthe case A#0.1If |u|<e and |u=*g|> 0for sufficiently small &, we have by the
Theorem A (c.f. ibid. I, p.4)
s(u+a‘,f~,)—s(u—s,f,)=(—-isignu){s(u+e,f)—s(u—£,f)}.
Then we have by the same arguments as Remark(1) for any constant a,
A+e

i |{s(u+g,j;)—s(u-g,jq)} —\27a, | du

e0 4”8 A-&

ot +E|{S(u+£,f)—s(u—g,f)—ﬂai} 2 du

&0 4rg

A-¢

2

_o(A+0)-0(2-0)

2z

where a, =(—isignd)a,. Therefore the value of this integral attains to minimum if

e, P +le, —ay |
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and only if @, =¢, and we have

A+E

L I |{S(u+€,_f,')—s(u—6,]7,)}--\/EEI1 I du

0 drs 3

Ate

= ]{s(u+£,j')—s(u—S,f)—\/ﬁcﬁ} ? du
-0 xg,{—s

_0(A+0)-o(A-0)
27
where ¢, =(—isignd)c;. Therefore we shall conclude that

(i) If A& A.Then we have
o(A+0)-oc(A-0)=c, =0

—-| ey !2

and
AtE

L j s(u+e,f,)—s(u—ef,) du=0
1:~)047rg 1

(ii)If AeA,thatis A=4,,(n=12,3,...). Then we have

A, +E
lim— [ \{s((u+e,7,)~s(u¢,]; )} ~~27¢, | du
=0 4778 2
Ay +E
:lingL t{s(u+3,f)—s(u—£,f)}—\/ﬂc" I’ du
e-0 4718 P

_0(2,+0)-0(%,-0)

¢,
Var

where ¢, = (—isigni, )c,

IZ

If A=4, (n=0). Then we have

£

tim—— [ {s(u+, 7, )= s(u=e, ;) ~2mé,} F du
-0 418 =

_o(0+)-0(0-)
2z

"'|cn |2:

where ¢, =ic, +a(f).

We have seen that the conditions (R, )and( R, )are destroyed (c.f. I ibid. p.23) and so
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we could not necessarily apply the Minkowski inequality to estimations of remainder

terms. We should correct these conditions and instead of them we should state here

properties (R, ) and( f?o )" of which we can prove respectively.

¢ gl 2 o(0+)—o(0-) ,
R lim— s(u+e, f)—s(u—e, —27me, |” du = -l |7
(R) tim [ stuse.s) )} =2, | = o
and
= o 2. 1 ~ ~ - (0+)-6(0-) . »
(R,) igm0%£‘£5|{s(u+£,ﬂ)—s(u—s,f,)}—\/27rc0| du = ( Tor -G |
where ¢, =ic,+a(f).
We shall remark that applying the Theorem E", we have
6‘(0+)—5'(0—)_0'(0+)—0'(0—)_|c 2 4lE P
N2 \N27 ’ !
Similarly we have proved in the case A#0. (R,):
s ) o(A+0)-c(1-0) ;
lim— s(u+e, f)-s(u—cg,f)—~2mc, ;| du= —le, I
Homz_ﬂ'{( f)=s(u=z,f)-2zc,}| = :
and (R,)":
A+e ~ ~
lim._l_J-|{s(u+g,fi)—s(u—&f,)—dZﬁE,ﬁ}|2 du=o-(l+0) af 0)—|E,1 F

0478 \/Zr—

respectively.
We shall also remark that applying the Theorem E  ,the relation ¢, = (—isignd)c,

and |C, |5/ ¢, | we have
6(A+0)-6(A-0) o(A+0,¢)-0c(A-0,p)

2z 2z

16.3 On the hypothesis ( & , ). In the preceding sections, if it is required we are

going to assume the existence of the following limits

i
(C,) gii?}o%:[‘ﬁ(x)e‘mdx:&'l (Vreal 1)

However we shall conclude that hypothesis ( o . ) could be derived by the hypothesis
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(C,) and condition (R, ) as follows

Theorem F, Let us suppose that f(x) belongs to the classS;and satisfies the

hypothesis
2 1 t —IAX
(Co)  fimor | fx)e™demc,  (Vreal 1)

and the condition

(R,) -l—-j|r2(u+8,f)— Za(f)P du>0  (£—0).
2e7, 2

Then we have

.
and (C,) lim % f fi(x)e™dx=¢,  (Vreal 1)
_T

c, =

I(-—isign).. Je, (2#0)

L:o —ic,+a(f) (2=0).
Proof. By the Theorem F; we have

Ate

j/—n_ I {S(u+g’f~1)‘s(u—€,ﬁ)}du

1% - \
lim— | f.(x)e™dx =lim
T—® 2T -[ 'f] ( ) £—0 25
in the sense that if either side exists, the other side exists and assumes the same value.
By the Theorem A4 and the condition (R, ) we shall prove existence of the limit of
right hand side of the above formula.
(i) If A#0 By the Theorem 4, we have

dss A

" j {s(u+e f)—s(u—e, f)du

lim

L“'*Uzg\/— I {s(u+£ fi)—s(u- Sf)}du—( zs;gnfi)hm

(ii)If A=0 By the Theorem 4 and (R, ),we have

iﬁrgzg\/__j{s(1¢+£_)ﬂ —s(u— a‘f)}du—l:_r:(rqg\ilﬂj[{s(u+g,f)~s(u—8,f)}du+a(f)

Thus applying the hypothesis (C, ) we have proved limit of the following formula

A+e

irfgzg\/__ J {.s'(u+£,j~”,)—s(u—-8,f~l)}du (Vreal 1)

exists.
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The remaining part of the theorem are obvious by the Theorem F; .
16.4 As we have pointed out that the conditions (R;) and ( }-éo ) are destroyed,

we should correct the Theorem B,, Theorem B, and TheoremC
(1) On the case Theorem B,. We have

Theorem B: Let us suppose that f € S, and the hypothesis (C, )and the condition

(R, ) are satisfied. Then we have that f] €S, and the following equality

B T ) 2 s
finor [V A(s)E de=Bmor [ L700)E dlal 415
Proof. We shall prove the following equality

lzm—f]s(u+g f) s(u— sf)l dx

£—0 ﬂ-g

—lzm—l— |s(u+e, f)—s(u—=g,f)] de—|c, | +|6 [

=0 47r

and apply the N.Wiener theorem (c.f£N.Wiener| 1 ],Theorem22,p.140).
For this purpose we shall divide the integral of left-hand side into two parts

1 :
I|5(u+£f) s(u—¢,1,) dx_—j| (")} du +EI|(")|- du

4” uze use
=1, +1, say.
Then by the part (i) of the Theorem A (c.f. ibid. I, p.4),we have
5 5 1
I, e I |s(u+e,f)—s(u—g, f,) du=— J' | (—isignu){s(u+ée,f)—s(u—g&,f)} du
47[6 |uze 4 |u[ze

R — I |s(u+¢,f)-s(u—g, ) du

and by the part (ii) of the Theorem 4 , we have
2=—j|s(u+e J)=s(u=¢,7,)F du

lulsge

—_— J li{s(u+g,f)—s(u—g f)}+2n(u+s, f)+2r(u+s, f)A)F du

N SE

—4—I|:{s(u+£f) s(u— z—.‘f)—h/_a(f)}+2r(u+sf)+2(r(u+£f) ga(f))[zdu

u<g

Here we can apply the Minkowski inequality, and we have by the use of condition
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(R,) (c.f. ibid. I, p.19) and hypothesis (C,) (c.f.ibid. VI, p.133)

L= ]j]{s(u+g,f)-s(u—g,f)}—iJ27:a(f)|2du+0(1) (6>0)

uise

I |s(u+e,f)-s(u—e, f)du

u|<e

47
1
A7e

_iV27a

:J_ a(f) [

{s(u+e, f)—s(u—eg, f)du (f)j{s(u+gf) s(u—e, f)}

ul<e lulg

zJ_a(m [ du

use

= [ Is(u+e.f)=s(u=s.f) Pdu +ic,a( [ )= Za( f }+ | a( 1)

\ui<e

=L I |s(u+g,f)—s(u—s,f)i2du +|ic, I +|icﬂ+a(f)|2
d7e

\u\ge

1 : w
= I |s(u+e,f)=s(u—e f)'du~|c, [ +1¢F,

\ulse

where ¢, =ic, +a( f)

Therefore we have proved the required formula and we can conclude that f, €S,.

(ii) On the case Theorem B, . We have

Theorem B, Let us suppose that f € S and the hypothesis (C,) and the condition

(R, ) are satisfied. Then we have that f, € S and the following equality

@

Iim—!— e"™ |s(u+8,,f~:)-5(u"9:]?1)|2 du
0 47g <

1 7, , ~
)¢ |suraf)-stu-a )f di-ia F+1& T

Moreover ,we have by Theorem W, (cf 11, ibid. pp.25~28)
zzm—j F(x+1)F (1)dt = ltm—If(x+t)f(t)dt—|c0 2+ P.
Proof. We have
Jo b [ |s(u+e,f,)-s(u—g,f,)F du

dre =,
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=L em.r!n |2 du_i_L J. eiwclnlz du:Jl+J2, say.
dre

lulze lul<e

We have by the Theorem 4 (c.f. ibid. VI 3rd ed. p.4)

1 fux 7 7
= [ e Istur e f)=s(u=s.])P du
472.8 uzg
=L [ e | (—isignu){s(u+e, f) - s(u—z,f )} P du
47[8 ui2e
=L e™ |s(u+e,f)-s(u—e,f)F du.
472-8 nize
and also we have
I ux 7 7
Jy=— [ &= |s(u+e,f,)-s(u=e,,)F du
4”8 lu|se
1

:4— j (e™ -1)[s(uJrg,f‘l)—s(?,z—&:,f,)|2 du
e

ul<e

+ﬁ _[ |s(u+e, f,)—-s(u—g,f,)| du.

|u|<e

Since f] €S, by Theorem B, and ¢" ~1=0(g) (&> 0), we have

oL

, & 5 T %.% ,
- J (e”“—1)|s(u+s,f,)—s(u—5‘,f,)|2 du=0(¢g) #’_i_ﬁ—QT_[iﬁ(x)l“ dx
A.:f'

lujse

=o(l) (g—0)
(c.f. 1. ibid. pp.21~22).
Moreover applying the condition (R, ), we have

. f Is(u+£,_f",)_s(u_g’_fl)iz &

47[8 uise

=L [Istute f)=s(u—s./)F du~lc, [ +1&
e

u<g

Thus we have

I e T I " |s(u+e, f)—s(u—g, f)f du—|c, [ +|& [ +o(1) (£—0)
© dre

use

Therefore we have

o

lim—— [ ¢ |s(u+e,f,)-s(u—g,f,)F du

e—0 4”8 b

o

=lim—l— e™ |s(u+g,f)-s(u—sg,f) du—|c, |} +1& |-

0 4y 3
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Thus we can conclude that f; (x)e S by the Theorem W, (c.f. 1L, ibid. pp.25~28) and
we have

i j F(x+1t)f(t)dt = h‘m—l—} f(x+t)f(t)dt—|c, | +|&

T=0 QT o I L T—w 2T - " h g gie

(iii) On the case Theorem C. We have
Theorem C" . Let us suppose that f(x) isa B? -almost periodic function and satisfies

condition (R, ). Let us write its Fourier series as follows

f(x)~Y e

Then its G.H.T. ]7, (x) is also a function of B’ -almost periodic and has its Fourier

series as follows
-fi(x) ~ ZEneM”I ’
n

where

f (—isignd, )c, (n=123,..)
EH =

ic,+a(f)  (n=0).

Proof. Since f(x) is a function of B”-almost periodic and so it belongs to the class

S and satisfies the condition (R, ), we have that its G.H.T. fl( x) belongs to the

class S and satisfies the hypothesis ( 8 ) (Vreal ).

Let us denote the set A = {?Ln,n = 0,1,2,...} . Then we have

1 A+e

f,m%_j;'f(x)e_‘ﬂdr ={£,g - I {S(u +g,f)—s(u—8‘,f)}du

A-g

0 (AgA)

¢, (AeA A=4,n=012,..).

Then we have by the Theorem 4 ‘and condition (R, )
(i) 120

1 Ate

l | (e 8 =sfu=ef)}
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. A+e
el oo N

5
= (—isignd) Iltfiz]—T:[ f(x)e " dx = (—isignl)c,
(ii) A=0

g@gzg\l@i{smmﬁ)—s{u—e.f;)}

£

{s(u+e.f)—s(u—g f)}du+a(f)= ic,+a(f).

Therefore we have by the Theorem F; (c.f. ibid.V1,15.4 ) the hypothesis ( C 1) (Vreal 1)

is satisfied and we have

0 (AgA)
& 1 T T —idx _
m-ﬁ_[rﬁ(x)e dx =

c (AelA, A=1

n n?

n=0,12,..).

Since f(x) istobe B’-almost periodic, we have Z| ¢, |'<oand Z| &, > < o too.
n

n

Therefore we shall conclude that }?, (x) is to be almost periodic and has its Fourier

series as follows

filx)~D Ee* .
n

16.5 On the spectral analysis and synthesis of G.H.T. ]7, (Xl

Now we shall going to construct the theory of spectral analysis and synthesis of G.H.T.

fitx).

First of all we should remark the following results.
Let us suppose that f(x) belongs to the class S and satisfies the hypothesis (C, )and

the condition (R, ). Then ﬁ( x) belongs to the classS by the Theorem B, (c.f. ibid.
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VI,p.149) and it satisfies the hypothesis ( C ) by the Theorem F, (c.f. ibid. VI, p147).

Let us denote that ¢(x )= ¢(x, f)as the auto-correlation function of f(x) and
o(u)=oc(u,p) asthe G.ET. of ¢(x).Then since o(u) is a function to be bounded

and monotone increasing , there exist the set A = {/1 n=012,,.. }at most countable

n?

and the o(u) is discontinuous of first kind there and continuous elsewhere. Then we

have
1§
— 72 -idx
ci—;fﬁ—-zT__[.f(x)e dx

Ate

I s(u+e, f)—s(u— sf)}

where ¢; =0 (A¢A) and ¢; #0 (A€ A).Weshall denote ¢, instead of ¢,

and promise that 4, =0 and we may permit ¢, =0.

We have also

1 A+E ‘) ) Y
l:m—J|s{u+gf) S(“*E,f)l“duza(’1+0’(") o(A-0,p)

£—0 47[8 2”
by the Lemma £ * (c.f. ibid. VI, p.135). Then we have by the Schwaltz inequality
2 0-(24‘0,90)—0'(1_0,@)

le; |’— \/ﬂ

Now let us suppose that f(x) belongs to the class S and satisfies the hypothesis

(Yreal 4)

(C, )and condition (R, ). We shall try the same problem as f(x) toits G.H.T. _f]( xl.
We shall state them step by step steadily for the sake of completeness.

Step(i) Let us define @(x) = ¢(x, f] ) as the auto-correlation function of fl (x)and

6(u)=o(u,p) asthe G.FT. of ¢(x) respectively. Then we have
if A#0

A+e

&, —iﬁ}gzg\/_ll{s(u+£,f,)—s(u—£,fl)}du

g_,o(ofi?g)j s(u+e,f)=s(u=g.[ )jdu
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= (—isigni)c,
and if A=0

&; -l;zfgzg\/ﬂj‘{s(u+£,f;)—-s(u—£,_f~"l)}du

—ng\/_j {s(u+e,f)-s(u—¢,f)}du

2
+1lim r(u+g, )du-i-hm n(u+e, f)- \/:a(f) u+a(f)
02842 %, I / 25\/ '[ {
=icy+a(f)
by the Theorem A4 (c.f. ibid. I, p.4) and hypotheses (C, ), (Cw'i) and condition (R, )

(c.f. ibid. VI, Theorem F, 147 and p.143). Therefore we have
(—isignd)c, (A#0)

ic,+a(f) (4= 0

Step (ii) Let us denote ¢(x)=¢(x,f) and @(x)=@(x, _}7"1) the auto-correlation

function of f(x) and fl (x) respectively. Let us also denote o(u)=o(u,p) and

6(u)=o(u,p) the GET.of ¢p(x) and @(x) respectively. Then we have

{TE;}IWHJ‘) s(u=&,f) Pdu= "(’l”’o’(f’g(ﬂ‘orw

(Vreal A)

by the Lemma E” (c.f. ibid. VI, p.153). Since f]'( x ) satisfies the hypothesis( C . )with

the condition (R, )asfor f(x), we have also

R B o(A+0,$)-a(A=0,$)
e I LRC Ve Tl Nir

(Vreal 1)

Therefore we have by the Theorem A

A+e

if A#0 lrm—_“s(u+£f) s(u—¢, [ )[Pdu

£—0
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A+e

=Im ZI— |(—isignu){s(u-!—s,f)—S(H—E,f)} " du
T

£—0
A-¢

A+e

<l j |s(u+e, f)—s(u—e, f)[du

£=0 471¢

andif A=0 lzm—_[|s(u+8 f)-s(u—g,f, ) du

£—0

—hm—I|t s(u+g,f)-s(u—&,f)}+2n(u+g,f)+2n(u+e, f) du
-0 4775 3

where the integrand rewrite as follows

i{s(u+e f)-s(u—e )} ¥2r(u+e, f)+2n(u+s,f)
=i{s(u+s,f)—s(u—g,f)—i\ﬂfra(f)}+2r,(u+5,f)+2{r2(u+8,f)— %a(f)}
and since we could apply the Minkowski inequality , we have

11m——-J|s(u+s f)—e.(u £, f)l du

=0 4718

-hm—j| s(u+g,f)-s(u—sg,f)}—iN2za( f)|} du

-0

Furthermore we shall expand the integrand as follows

Lj-|i{s(u+€,f)—s(u—£,f)}—i\/ga(f)2 du
dre °

:Lj|5(u+€,f)—s(u-s,f)|2du
dme

2(;(\/%_JEE{S(u+£,f)—S(”‘5’f)}d”_

and we shall also remark that

a(f)

Ib(u+5f) s(u—¢, [ )jdu+|a( f)[
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_hm—jf(x)dx lim— \/_f {s(u+e.f)-s(u—s,f)}du

by the one-sided Wiener formula (c.f. ibid. VI, p.135). Therefore we have

zzm—j|s(u+gf) s(u—¢, ) Fdu

=0

—hm—

::—»0

_[ll {s(u+e,f)—s(u- gf)}—tﬂa(fﬂ du

—11m—j|s(u+sf) s(u—g,f)Fdu +ic,+a(f)F =|e, I

&—0

Thus we shall conclude that

2z

6(/1+0,q5)—a(/1—0,(ﬁ)___J

2z

cr(0+,qz>)—'£f(0—,@9)+|,-,:0 +a(f)f -|e, ! (A=0)

2z
.

Since f] (x) belongs to the class.S and satisfies hypothesis ( é;_ ), we have that

6(u)=o(u,p) isabounded and monotone increasing function. and so there exists A
the set of A to be at most countable and &(u )is discontinuous of the first kind there

and continuous elsewhere. By the arguments of Step(i) and Step( ii Jabove, we shall

conclude that the set A is just the same the set A and we have
A+0)—oc(A-0
o(A+0)=0(A=0) .

27

G(A+0)=G(A=0) _
J2r

o(0+)-0o(0-) . > >
+lic,+a(f)I =lc|© (A4=0)
2z ’ ‘
and furthermore we shall write h’le above formula as follows

(0, (AgA)
6(A+0)-6(4-0) _ | o(4+0)-0(A4-0) (; A ,-123.)

2z - N
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p
!L“’(O*E O tfigy +a(£)P =1e,

Step( iii) In the first we shall remark that the following formula is satisfied

Y, (2=0)

A+E
1

I {s(u-l—&',ﬁ)—s(u—g,f,)}du (Vreal 1).

. ] r i = .
fﬂa-f_'[ﬂ(x)e dx = lim

0 2e~21
in the sense that either of the limit exists, then the other limit exists and assume the
same value (c.f. ibid.VI, Theorem £} ,pp.141~2; Hypothesis( C . ),p.146;Theore B, ,p149).

Then we have by the Schwaltz inequality

A+e

ot o [ oo dostume it
1 A+ N N
< lim [ s(u+e f)=s(u—zF)F du

B IN

_0(A+0,)=0(1=0,§)
V27 ’

Therefore we have

C

n ‘\fz?f

and so there exists B’ -almost periodic function g(x) and its Fourier series

g(x)~> e

Zi ~n |2S O’((D, Q-j) —O'(—OO, 55) <0

where we shall denote ¢, instead of ¢, .
Since we have already shown that f, (x) satisfies the hypothesis ( C , ), we have

3 1 K = —ildx ' 1 ¢ ~ —idx
T{zﬂﬁ:[‘ﬁ(x)e dxzmﬁ_[_g(x)e dx  (Vreal 1).
Then we shall set

fi(x)-g(x)=h(x), say

and we shall prove that ﬁ( x) belongs to the N.Wiener class S . This can be done just

the same arguments as the decomposition
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f(x)-g(x)=h(x)
of the Theorem E (c.£. ibid. VI, 15.3, Step.(iii), p.137).
Thus we have proved

1 e~ = 1 = = 1 b~ =
;l_rfuﬁ:[.hl(x'{'t)hl(’)d[:]{Tza"i;:[vfi(x"-t)fl‘(t)dt_,{_TZJE_T__[.gI(x'FI)gI(t)dt

Step. (iv ) We shall also consider the auto-correlation functions of _f], g and h

G(x)=o(x.f,). w(x)=w(x;g) and x(x)=z(xh)
and their G.F.T. o(u,¢),o(u,y)ando(u, )
Then we have proved in the Step (iii)

o(x; 1) =w(xg )+ x(xh)

and therefore we have also

o(u,@g)=c(uy)+o(u,y).
Thus o(u,y) isthe difference of two bounded , monotone increasing function and so
function of bounded variation. Therefore we could apply the N.Wiener Theorem (c.f.
N.Wiener|[1], Theorem 24,pp.146-9)

ot e(A+0e)-o(h-0:0) | |

2z

In particular o(u)=o(u,p) is continuous everywhere, then it is satisfied by the
results of the Step (ii)
o(A,+0,p)-c(A,-0,9p) o(A,+0,¢)-c(4,-0,p)

2z ) 2z

=0, (A, €A, n=123,..)

and
a(0+,¢)-0(0-9)
N

Therefore we have proved

=la(f)F, & F=la(f)F (1=0).

. 1 t a2
-gga—f_j?_lz(x,h,)l dx=0.
Then we have by the N.-Wiener Theorem [ 1] (c.f. Theorem 20, p.138)

J- (x/?)l

-0

<(1+27r)lrm—le(xh)| dx =0
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Then we have

X(x;h)=0 ae x. and gp(x;}‘v,') = y/(x;g) T
In addition to if f(x) belongs to the classS’, then since 7,( x) and g( x) are both
belong to the class S, E (x) does too. Then since y( x,ﬁ ) is continuous everywhere

we have y( x,i;; )=0 for allx and in particular we have

- 1 T T 2 i
;ggf_jrrh(x)i dx = 2(0;}) =0
and repeating the same arguments as above we have
E(x) =0 aex.

and we have

fi(x)=g/(x) aex,

We shall call it Theorem G, .

17 The Spectral Analysis and Synthesis of the G.C.I. C\(z, f).

We shall define the G.C.I. of f(x) that is real-valued and belongs to the class W ’as
follows
z+i ¢ f(t) dt
2mi 5 I 21

fi(z)=2C(z; f)=2 (z=x+iy, y>0)

and we shall going to construct the theory of spectral analysis and synthesis of G.C.I.
Si(z)=2C\(z; f ). We shall state them step by step for the sake of completeness.
Step (i) Let us suppose that f(x) belongs to the class S and satisfies condition

(R, ). Let us put F(x):f(x)—i-l_'f:(x) then f;(x)andF(x)belongtothe class¥?

and we shall denote

z+i]‘iF(t) dt
27i * t+i z—t

-0

F(z)=C(z, F)=

Then since e have
lim fi(2) = f(x)+ifi(x) = F(x)

and
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lip F(2) =3 (F(x) +iF(x) =5 (f(x) + T (x)+ 3 £ (x) + T ()]

= (SR +iT(x)+ %f(f(x) Vi(—f(x)) = f(x)+iT(x) = F(x)

by the skew reciprocal property of G.H.T.( c.fE.C.Titchmarsh[ 3 |,ChapterV).
We have
fiz)=F(z) (Vx, ¥y>0).

Thus we could apply Theorem 4 and Theorem D;to F(z)=C,(z;F)instead of f(z)

and we have

If |u[> &, then we have

s(u+s,‘f,(z)——.s'(u—g;f1(z))=“Lf1we'3”‘ {(s(u+e;F)—s(u—e;F))+r(uyeF)}

where

S(u+£;F)—s(u—8;F)={s(u+€;f)—s(u—8;f)}+i{s(u+g;.ﬁ)~s(u—6.‘fl)}

= (1+signu){s(u+e; f)-s(u—g:f)}

and then we have

s(u+e; fi(z))—s(u—s; fi(z))

=E—§—2i‘—gﬂﬂe'”‘ {2(&'(1:+£,'f)—s(u—g;f))+ro(u,y,e;F)}

where

- 1 . 2 s
iﬁrgZuJ;JrD(u,y,e, F)P du=0.

If |u|< &, then we have
s(tu+e; fi(z))—-s(u—¢; f(2z)) =in(u+e;F)xin(u+e; Fl+r(u+s,y, F)
where
in(ut+e; F)+in(u+e; F)=s(u+e;F)—s(u—€;F)

={s(u+s;f)—-s(u—£;f)} +i{S(u+8;f~1)—S(u—8‘IJﬂi')}

= 2in(u+eg; f)+2in(ut+e;; f)
and then we have

s(u+e; fi(z))—s(u—g; f,(z))
=2in(u+e¢g; f)+2in(u+e;; f)+rn(utey, F)
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where

z,m—j|n(u+sf)| du=0 and zzm— [ In(u+ey F)F du=0

&0
luj<g u{ Y&

and there exist constant a( f)such as

(R,) t:f_fjggu,[blf‘z(uy,s f)=\5a(f)F du.

Step (ii ) Now we shall intend to prove that f,(z) belongs to the classS . This can be
done by the application of Theorem I¥; . We shall estimate it by the integration by parts

and apply the Lemma £ .

Let us estimate the following integral
1 o0

L eiux |S(’u+g;.f;(z))-—S(u—g,-]{]'(z)) |2 du
4re =,
1 P 1 iwe |2
L Je i [ dshn,
4][8 uize luiss
We have
1 . 1+ si : 7
[ =L [ e (1 5EM) o {2(s(u+e;f)-s(u—g f))+n(uy.eF)}[ du
47[8]"28 2
1

=—-we"‘t le™ {s(u+e, f)-s(u—g,f )} du+o(l) (¢->0)
27,

by the Minkowski inequality and we have

0 (ix=2y)u u
72;] e | s(u+e, f)=s(u=.f ) du="——/[|s(v+e; f)=s(v=e;f )] a7

_(Ix— 2y) J‘e(:.r—Z_v)u [Jl S(V 4. 5,'f) —S(V— g,_f-) |2 dv]du
e - P

by the integration by parts.
Now we have by the Lemma £’

o(o)—o(0+)

N3

ﬁiﬁs(v+€;f)—s(v—£;f)|2dv~—> (¢ —>0)
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and
Z:EJ?S(v+£;f)—s(v—8;f)IZdVAi(u—)\/_%?j—)- aeu (£—0)

boundedly. Therefore we have

2z

I, =—4(ix -2y )Te( wayn C) =) 4y o1) (e-50)

Next we have

1

L =— | ™ |s(u+e fi(z))-s(u—g; f,(z)) du
47rgiu\$f:
=ZL e™ | 2in(u+g; f)+2in(u+e; f)+r(u+ey, F) du
e

lulse

where let us remark the following properties

iﬁrg;—g j |n(u+e,f)f du=0 il_?éz]_g I |."3(u+g,y,‘J'T)|2 du=0

m<e u<e

and the condition
. L1 T 2
(R) 3 a(f): lime—[|n(u+ef)=\|Za(f)F du=0.
) £20 28 lul<e 2

Then we have by the Minkowski inequality

L= [ In(u+e.f)=\[Za(f)F dut|a(f)F +o(1)=la(f)F +o(1)

(e —>0)

Therefore we have proved

o

lim . . e |s(u+g; f,(z))-s(u—g, fi(z)[ du

&0 dgg =
3 r: ix—2 - O+) 2
=—4(ix-2y)| e o(u)-o(0+) du+|a(f)|.
(ix-2y) j N a(f)]

Thus we have proved f](z)=2C,(z,'f)=C[(Z;F)whereF(x)=f(x)+ij?,(x)

belongs to the class.S by the Theorem ¥, . We shall present it as follows

162



KSTS/RR-17/005
June 8, 2017
(Third edition, January 9, 2018)

P(x; fi(z)= 5%%:[.ﬂ(x+!,y)j;(t,y)dt

—lim— [ & | stute: fi(z))—s(u—&;: fi(z )P du (z=x+iy, y>0)

=0 47e -

Step (iii) Let us suppose that f(x) belongs to the class S and satisfies the

hypothesis(C, ) and the condition (R, ). Then we shall notice that G.H.T. f(z)

satisfies the hypothesis( C ) too.

Now we shall prove

, . )
f—(1+s12gnﬂ.) e_’“c,_ (A#0)

. 1 f —iAx -
{ﬁg_fr.f}me dr =

ia( f) (A=0)
where z=x+iy, y>0.
For this purpose we shall need the support of the Theorem F; (ibid. IV, p.141). There

we have

A+e
1

[ {stu+e; fi(2) - s(u-s; fi(z))}du

. 1 T —idx .
;:_rﬁ)f:‘;ﬁ(z)e dx =lim

=022

where z=x+iy, y>0.Then we shall intend to estimate the formula in the right
hand side with aide of the Theorems D,, D, (c.f. ibid. III, pp.47~8) and Theorem A (c.f.

ibid. I, p.4).
(i) The case A#0.
We have by the Theorem D,

(1+ signu) o

s(u+g; fi(z))-s(u—¢; fi(z)) = :

({s(u+g;F)—s(u~g;F)}+r{,(u,y,a;F))

where F(x)=f(x)+ifi(x) and we have by the Theorem 4
s(u+e; F)—s(u—¢e; F)

={s(u+£;f)—s(u—.9;f)}+i{s(u+s;_f,)-s(u—g;f])}

={s(u+e; f)-s(u—g: )} +i(—isignu){s(u+e: f)—s(u—g f)|
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= (1+signu){s(u+&; f)—s(u—=&: f )}

Therefore we have

Ate

[ {s(u+e; f(2)) - s(u-g; f(2))}du

lim

e—0 28\/;

e J‘s(1+5;gnu) e {s(u+e; f)—s(u—s; [)}du

A+e
M £2025J—I S(u+s;f)=s(u=e:f i

where we shall use the condition

lzm——-— [ ho(uy.:F)P du=0

£—0
m ZE

for the estimation of the remainder term.

Since we have by the Theorem F}

A+g

j {s(u+e; f)-s(u—g; f)du

—hm-—u f(x)e " ¥dx = lim
v[ &0 28 f

we have proved

(1+ signi )* o

lim — j' fi(z)e™dx = : »

T« 2T
(ii) The case A=0.We have by the Theorem D,
s(u+e; fi(z))-s(u—g;f,(z))
=in(u+e; F)+in(u+e F)+r(u+ey F)
where
in(u+e; F)+in(u+e; F)=s(u+e;F)-s(u—&F)
and we have by the Theorem 4
s(u+g;F)—s(u—-£;F)={s(u+g;f)—s(u—g;f)}+i{s(u+3;ﬁ)—s(u—5;ﬁ)}

=2in(u+eg; f)+2n(ut+e; f)
Therefore we have
S(u+e; fi(z))-s(u—g; fi(z))=2in(u+g; f)+2in(u+e f)+nrn(ut+ey F)

where we shall notice the following properties
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lzm—— [ In(u+e f)P du=0 and lzm-—wjlrg(u+syF)| du=0

e-a() >0
u|<e use

and the condition

(R)  tim— [ In(ussif)=\Za(f)F du=0

-0
lulse

Therefore we have by the condition ('R, )

lgt_r)rg 25\/— ul_[g{s(u+5,‘f,(z))-s(u—s;f,(z)}du:

I 2in(u+eg; f)du+ I 2in,(u+g; f )du+——F——= j n(u+egy F)du

1
28'\/5;; lulse ' J_ |u=g J— luj<e

= 2gﬂ£‘££{rz(u+g 1= ga(f)}du+ia(f)+o(1)= ia( f)+o(1), (£—0).

Thus we have proved

fim T f Ji(z)dx= i‘.’fz28\1@:"Isg{s(u+s:ﬁ(z)—s(u—s:f1(z)}du

= ia(f).
Now We shall consider as for F(Z)=C,(z;F),F(x)=f(x)+ij~",(x).Then we have

the final results as follows
(i) |ulze

s(tut+e F(z))—s(u—g; F(z))=(1+signu)e™ {(s(u+g;f)—s(u—s;f))+r0(u,y,8;F)}

where

2— [ In(uy.e F)P du=001), (£-0).

lulze
(ii) |ul<e
s(u+g F(z))—s(u—g; F(z))=2in(u+g; f)+2n(u+e f)+2r(ute y, F)

where F(x)=f(x)+{'fl(x) and

7 [ h(use f)P du=o(1), zij|r3(u+g,y;1?)|3 du=o(1), (5—0)

use <&

and
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(R,) 2—j|r,(u+sf) Ja(f)F du=0(),  (£-0).

u<g

Then we have

(i) A#0
A+e
lim = \/ﬂ Ajr {s(u+& F(z))—s(u-g;F(z))}du
A+E
=(1+ signu Je™** {1_1?3 25\/— ,{[{S(u +e f)—s(u- g,'_f')}du
(i) A=0
lim > \/_ HL{.s(u +& F(z))—s(u—g; F(z))}du

=iim—— | {".(Hs;f)—\Ea(f)}duﬂa(f) =ia( f).

mse

Therefore if we apply the Theorem £, then we have

(1+ signi )e™¢ (A#0)

A

lzm—IF(z) e My =

T QT

ia( ) (A=0)

where z=x+iy, y>0 and
1 i
c,{—?{mﬁ_{.f(x))e dx (VY reald).

Step (iv) There exists B, -almost periodic function G(z) (z=x+iy,y>0)as for

variablex and any y >0 of which Fourier series are as follows

G(z)~Z(1+signi")cneu": (z=x+iy,y>0)

n=0
where
n

. 1 t —id,x s
c=£%§_v|';.f(x)e dc  (n=0,1,23,..)

Because we shall remark that
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G(x,y)~ia( f)+ Y (1+signi, Jc,e " ™
4,>0

where

c e et = o gPm(¥HY)

n n

otz
EPI e

therefore we shall write G(z) asfor G(x,y).

Then we have

s 1 K —idx s ] t =id,x
_}!’,zﬂﬁ:[.ﬁ'(z)e dx = #ﬁEJ‘G(Z)L dx (Vreal A).
Because if A € A,then A=/4, for some n and sowe have

((1 +signl, Je™e,, (n#0)

[ % , 1 .
lim— [ F(z)e ™ dx = lim— [ G(z)e ™ dx=<
TI—’D?:& 2T _-[ (Z)e = 2T _J; ( )

ia(f), (n=0).

and if 4 & A, then we have \

17 _ 1 .
lim— | F(z)e ™ dx = lim— | G(z)e"*dx=0..
']'—>m2T_v'; ( ) =0 QT _-[ ( )
Therefore if we set F(z)—G(z)= H(z),then H(z) belongs to the class S and we

have

-,’-‘Lt’.;;—TIrH(xH iy JH(1+ iy v = ;{g;‘r—_’jrmﬂ +Df)m)cix—£{y;2|—TlG(x+t+zy)W)ck
Now let us denote @(x,y;F(z)) w(x,y;G(z)), and y(x,y;H(z)) as for their
auto -correlation function of F(z), G(z),and H(z) respectively. Let us denote also
o(u,y;¢), o(u,y;w), and o(u,y;y) asfortheir G.F.T. respectively.

Then we have

o(x,y, F(z))=y(x,y;G(z))+ y(x,y; H(z))
and
o(u,y;p)=o(u,y;y)+o(uy x).

Since the o(u,y,; ) is bounded and monotone increasing function, we have by the

N.Wiener Theorem (c.f. N.Wiener[ 1 | Theorem 24, pp.146~9)

@51? | H{x+ip) |2dx=={J(‘)*’y"f”j;_;m"y"w—iia(f)lz}_

=T
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+Z {G(Z'n + 0’.99) - o-(ﬂ’n - 0’@) _ | C"e—ﬂ,,,'l‘ |2} )
450 27

Step (v) We have by the Lemma E

o(A+0y;9)-o(A-0.y;p) _,.

/277 £-0 JTE
We have also by the Theorem 4 and Theorem D,
(i) 1>0
o(A+0.y;0)-0(A-0.y.9)

2z

AtE

jls(u+gy F(z))-s(u—g,y;F(z))[* du

A+E

::] j|s(u+£y F(z))-s(u—g,y;F(z))[ du

PPN e i i 40(A+0.9)=0(A=0:9)
lim— ,IL'S("” f)=s(u—e:f)f Nr

(ii) A=0 If |u|<e, we have
s(u+e,y;F(z))—s(u—g,y;F(z))=2in(u+¢e,y; f)+2in(u+ey f)+2n(ut+ey F)

where F(x)= f(x)+if,(x).
We have also by the hypothesis (R, ) and he Minkowski inequality
a(0+y,¢)-0(0-y.p)

2z

“lzm—j|s(u+£y,F(z)) s(u—g,y;F(z)[ du=lia(f).
£—0 ﬂ—g

ul<e

Therefore we have

hm—jmw H(z)fdx=4},
A,>0

NYS

In particular if the o(u,; @) is continuous on # >0, then we have

{O’(/Lr +O,-Q7)_"G-(/1" —O;CD)_lc e—i,,y iE}- .

1t , )
gﬁﬁ[_]z(x,yﬂmldﬁo (V y>0).

Since F(z) and G(z) are both belong to the class S', and therefore H(z) does
too. Then applying the N.Wiener Theorem[ 1 ](c.f. Theorem 20,p.138), we have
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x(x,y;H(z))=0 (Vx, Vy>0)

and in particular
17 2
lim— | |H(x+iy)[dx=0 (Vy>0).
,,,%ZT_ij (x+iy)] (Vy>0)

Then applying the N.Wiener Theorem[ 1 ](c.f. Theorem 20,p.138) to H(x + iy ) again,
we have

H(x+iy)=0 (Vx, Vy>0)
and therefore we have

F(x+iy)=G(x+iy) (Vx, Vy>0).

We shall call it as Theorem G,
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