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Abstract. We treat a certain type of degenerate Garnier system such that all the
solutions are meromorphic on C2. This is regarded as a two-variables version of

the first Painlevé equation. It is shown that, for every solution, each pole locus is

expressible by an analytic function which satisfies a fourth order non-linear ordinary
differential equation. We also give analytic expressions of solutions near their pole

loci.
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1. Introduction
Consider the linear differential equation

d2y

dx2
− 1
x− λ

dy

dx
−

(
4x3 + 2tx+ 2H − µ

x− λ

)
y = 0, (1.1)

H =
1
2
µ2 − 2λ3 − tλ,

where t, λ, µ are complex parameters. This equation has an irregular singular point
at x = ∞ and a non-logarithmic regular singular point at x = λ with the charac-
teristic exponents (0, 2). The isomonodromic deformation of (1.1) concerning the
parameter t is governed by the Hamiltonian system

dλ

dt
=
∂H

∂µ
,

dµ

dt
= −∂H

∂λ
,

which is equivalent to the first Painlevé equation

d2λ

dt2
= 6λ2 + t, (1.2)

that is to say, there exists a fundamental system of solutions of (1.1) whose Stokes
multipliers around x = ∞ are independent of t, if and only if λ = λ(t), µ = µ(t)
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2 SHUN SHIMOMURA

satisfy the Hamiltonian system above (see [10]). In [6], H. Kimura treated the same
problem concerning the linear differential equation

d2y

dx2
−

( ∑

k=1,2

1
x− λk

)
dy

dx

−
(

9x5 + 9t1x3 + 3t2x2 + 3K2x+ 3K1 −
∑

k=1,2

µk

x− λk

)
y = 0 (1.3)

having two non-logarithmic singular points x = λk (k = 1, 2) with the characteris-
tic exponents (0, 2). By this condition, Kj (j = 1, 2) are determined to be certain
rational functions of tk, λk, µk (k = 1, 2). He proved that the isomonodromic defor-
mation of (1.3) yields the completely integrable Hamiltonian system

∂λk

∂tj
=
∂Kj

∂µk
,

∂µk

∂tj
= −∂Kj

∂λk
(j = 1, 2; k = 1, 2), (1.4)

and that, by a symplectic transformation qi = qi(t, λ), pi = pi(t, λ, µ), si = si(t)
(i = 1, 2), t = (t1, t2), λ = (λ1, λ2), µ = (µ1, µ2), system (1.4) is changed into a
degenerate Garnier system of the form

∂qk
∂sj

=
∂Hj

∂pk
,

∂pk

∂sj
= −∂Hj

∂qk
(j = 1, 2; k = 1, 2) (1.5)

with

3H1 =
(
q22 − q1 − s1

3

)
p2
1 + 2q2p1p2 + p2

2 + 9
(
q1 +

s1
3

)
q2

(
q22 − 2q1 +

s1
3

)
− 3s2q1,

3H2 =q2p2
1 + 2p1p2 + 9

(
q42 − 3q1q22 + q21 −

s1
3
q1 − s2

3
q2

)
.

(For Garnier systems see also [1], [7].) This system has the Painlevé property, which
was proved by using the results of [9], [4], [5].

Theorem 1.0 ([11; Theorem A]). For every solution Ξ = (q1, q2, p1, p2) of (1.5),
each entry is meromorphic on C2.

Furthermore, (1.5) is located at the extremity of the degeneration scheme given
in [6]. By these facts, system (1.5) may be regarded as a two-variables version of
the first Painlevé equation (1.2). Each entry of a solution of (1.5) admits a pole
along an analytic set in C2. We call each irreducible component of the analytic set a
pole locus. For example, each irreducible component of the analytic set {(s1, s2) ∈
C2 | 1/qi(s1, s2) = 0} is a pole locus of qi(s1, s2). For an arbitrary solution Ξ =
(q1, q2, p1, p2) of (1.5), a pole locus of q2(s1, s2) is dominant (cf. Lemma 2.2,(2)),
which we call a pole locus of Ξ. (For basic properties of an analytic set, see [2].)

The purpose of this paper is to examine pole loci of solutions of (1.5). Our
main results are stated as follows:

Theorem 1.1. Each entry of an arbitrary solution of (1.5) is transcendental and
admits at least one pole locus.
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A DEGENERATE GARNIER SYSTEM 3

Theorem 1.2. (1) Let Ξ be an arbitrary solution of (1.5). Then each pole locus of
Ξ coincides with an analytic set in C2 expressible in the form

(π, f)(R) =
{
(s1, s2) = (π(s), f(s))

∣∣ s ∈ R}
(⊂ C2),

where
(i) π : R→ C, π(s) = s1 is the branching Riemann surface of f(s1),
(ii) f(s1) is a solution of the differential equation

y(4) = −40(y′)3y′′ − 12s1y′y′′ − 4
3
yy′′ − 20

3
(y′)2 − 2

3
s1 (1.6)

(′= d/ds1).
(2) Conversely, for every solution y = φ(s1) of (1.6), there exists a solution Ξ∗

of (1.5) such that the analytic set

(π∗, φ)(R∗) =
{
(s1, s2) = (π∗(s), φ(s))

∣∣ s ∈ R∗
}

(⊂ C2)

is a pole locus of Ξ∗, where π∗ : R∗ → C, π∗(s) = s1 is the branching Riemann
surface of φ(s1).

Theorem 1.3. (1) For every (a,B0, B1, B2) ∈ C4, equation (1.6) admits a solution
ψ(s1) expanded into the convergent Puiseux series

ψ(s1) = Φ(B0, B1, B2, 31/3(s1 − a)1/3)

with

Φ(B0, B1, B2, σ) = C0 − σ +
∑

j≥5

Cjσ
j , (1.7)

C0 = B0, C9 = B1, C11 = B2

around s1 = a, where Cj (j ≥ 5, j 6= 9, 11) are uniquely determined polynomials in
a,B0, B1, B2.

(2) Let y = g(s1) be an arbitrary solution of (1.6). Suppose that, for s1 = a∗ ∈
C, there exists a sequence

{
αν

∣∣ ν ∈ N
}

with the properties :
(i) αν → a∗ as ν →∞;
(ii)

{
g(αν)

∣∣ ν ∈ N
}

is bounded.
Then, around s1 = a∗, g(s1) is either analytic or expressible in the form

g(s1) = Φ(B∗0 , B
∗
1 , B

∗
2 , 3

1/3(s1 − a∗)1/3), (1.8)

where B∗0 , B
∗
1 , B

∗
2 are some complex constants.
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4 SHUN SHIMOMURA

Theorem 1.4. Let Ξ be an arbitrary solution of (1.5), and (a1, a2) be an arbi-
trary point on a pole locus of Ξ. Then around (s1, s2) = (a1, a2), the second entry
q2(s1, s2) of Ξ is expressible by either of the following:

q2(s1, s2) =
Y (s1, s2)

(s2 − f(s1))2
,

q2(s1, s2) = Y∗(s1, s2)
2∑

l=0

1
(s2 − Φl(s1))2

,

Φl(s1) = Φ(a2, B,B
′, 31/3e2lπi/3(s1 − a1)1/3).

Here
(i) f(s1) is a solution of (1.6) analytic at s1 = a1 and satisfying f(a1) = a2;
(ii) Φ(·, ·, ·, σ) is a convergent series of the form (1.7), and B,B′ are some

complex constants;
(iii) Y (s1, s2) and Y∗(s1, s2) are analytic at (s1, s2) = (a1, a2) and satisfy

Y (a1, a2) = Y∗(a1, a2) = 1.

Remark 1.1. By Theorem 1.3, for an arbitrary solution g(s1) of (1.6), if there
exists a singular point ω0 around which g(s1) does not admit an expression of the
form (1.8), then |g(s1)| → ∞ as s1 → ω0 along an arbitrary curve terminating in
ω0.

Remark 1.2. Theorem 1.4 implies that, in Theorem 1.2, the mapping (π, f) :
R→ C2, (π, f)(s) = (π(s), f(s)) (or (π∗, φ) : R∗ → C2) is an imbedding.

In Section 2, we sum up several lemmas. Using them, we prove Theorems 1.1,
1.2, 1.3 and 1.4 in Sections 6, 3, 4 and 5, respectively. The proofs depend much on
the Painlevé property of (1.5).

2. Preliminaries
We begin with the following lemma which is an immediate consequence of the

Weierstrass preparatory theorem ([2; vol II]).

Lemma 2.1. For an analytic function ϕ(z1, z2), we put D0 = {(z1, z2) |ϕ(z1, z2) =
0}. Suppose that (z0

1 , z
0
2) ∈ D0 and that ϕ(z0

1 , z2) 6≡ 0 around z2 = z0
2 . Then, there

exists a sufficiently small positive constant ε such that, in the polydisk |zj − z0
j | < ε

(j = 1, 2), D0 coincides with the analytic set defined by

(z2 − z0
2)m0 + hm0−1(z1)(z2 − z0

2)m0−1 + · · ·+ h1(z1)(z2 − z0
2) + h0(z1) = 0

(m0 ∈ N), where hl(z1) (0 ≤ l ≤ m0 − 1) are analytic for |z1 − z0
1 | < ε and satisfy

hl(z0
1) = 0.

From the Hamiltonian system restricted to the s2-plane

∂qk
∂s2

=
∂H2

∂pk
,

∂pk

∂s2
= −∂H2

∂qk
(k = 1, 2), (2.1)

we derive the following:
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A DEGENERATE GARNIER SYSTEM 5

Lemma 2.2. Let Ξ = (q1, q2, p1, p2) be an arbitrary solution of (1.5). Then,
(1) η = q2(s1, s2) satisfies

∂4η

∂s42
= 20η

∂2η

∂s22
+ 10

(
∂η

∂s2

)2

− 40η3 − 8s1η − 8
3
s2; (2.2)

(2) q1, p1, p2 are expressed as

q1 = −1
4
∂2q2
∂s22

+
3
2
q22 +

s1
6
, p1 =

3
2
∂q2
∂s2

, p2 = −3
8
∂3q2
∂s32

+ 3q2
∂q2
∂s2

.

Remark 2.1. We can regard (2.2) as a fourth order non-linear ordinary differential
equation with respect to s2 containing a complex parameter s1.

Lemma 2.3. Let η = q(s2) be an arbitrary solution of (2.2) with s1 = a1 (∈ C).
Then, q(s2) is meromorphic on C, and system (1.5) admits a solution Ξ∗(s1, s2) =
(q∗1 , q

∗
2 , p

∗
1, p

∗
2) with the properties:

(i) every entry of Ξ∗(s1, s2) is meromorphic on C2;
(ii) q∗2(a1, s2) = q(s2).

Proof. The solution q(s2) is analytic at some point s2 = a0
2 ∈ C. Note that

(q1, q2, p1, p2) =
(
−1

4
d2q

ds22
+

3
2
q2 +

a1

6
, q,

3
2
dq

ds2
, −3

8
d3q

ds32
+ 3q

dq

ds2

)

satisfies (2.1) with s1 = a1 (cf. Lemma 2.2,(2)). By the complete integrability
of (1.5), there exists a solution Ξ∗(s1, s2) of (1.5) whose second entry q∗2(s1, s2)
satisfies q∗2(a1, s2) = q(s2). Combining this fact with Theorem 1.0, we have the
lemma. ¤

For each solution of (2.2), Laurent series expansions around movable poles are
known ([11; Theorem C]):

Lemma 2.4. For every (a, b0, b1, b2) ∈ C4, equation (2.2) admits two kinds of
solutions expressible by the convergent Laurent series:

q(a, b0, b1, b2; s2) = (s2 − a)−2 + b0 +
∑

j≥2

cj(s2 − a)j , (2.3)

c3 = b1, c6 = b2,

q̃(a, b0, b1; s2) = 3(s2 − a)−2 +
∑

j≥2

c̃j(s2 − a)j , (2.4)

c̃6 = b0, c̃8 = b1

around s2 = a. Here cj (j 6= 3, 6) (or c̃j (j 6= 6, 8)) are uniquely determined
polynomials in a, b0, b1, b2, s1 (or a, b0, b1, s1). Conversely, every solution of (2.2)
with a movable pole at s2 = a is expressible in the form (2.3) or (2.4) with some
(b0, b1, b2) ∈ C3 or (b0, b1) ∈ C2, respectively.

The first several coefficients of (2.3) are computed recursively:
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6 SHUN SHIMOMURA

Lemma 2.5. In series (2.3),

c2 = −3b20 −
s1
5
, c4 = −10b30 −

4
7
s1b0 +

a

21
, c5 =

3
2
b0b1 +

1
30
,

c7 =
2

105
b0 − 2

35
s1b1, c8 =

3
11
c2c4 − 3

22
b0c

2
2 +

9
22
b0b2 +

9
88
b21,

c9 =
55
243

c2c5 +
25
81
b0c7 +

5
27
b1c4 − 10

81
b0b1c2.

Combining Lemma 2.2,(2) with ∂q2/∂s1 = ∂H1/∂p2 = (2/3)(q2p1 + p2), we
have the relation below:

Lemma 2.6. For every solution Ξ = (q1, q2, p1, p2) of (1.5),

∂q2
∂s1

= 3q2
∂q2
∂s2

− 1
4
∂3q2
∂s32

. (2.5)

Suppose that a solution Ξ = (q1, q2, p1, p2) of (1.5) admits a pole locus D∞.

Lemma 2.7. The pole locus D∞ does not admit an expression s1−s01 ≡ 0, s01 ∈ C
around any point belonging to D∞.

Proof. Suppose the contrary. Then there exists a point (s1, s2) = (s01, s
0
2), around

which q2(s1, s2) is expressible in the form q2(s1, s2) = h(s1, s2)/(s1−s01)n0 , n0 ∈ N,
where h(s1, s2) is analytic and satisfies h(s01, s

0
2) 6= 0. Substituting this into (2.2)

and noting the multiplicity of the pole s1 = s01, we arrive at a contradiction. ¤
Lemma 2.8. Suppose that the pole locus D∞ intersects no other pole loci at
(a1, a2) ∈ D∞, and that, around (a1, a2), it is expressible in the form s2 = ϕ(s1),
where ϕ(s1) is analytic at s1 = a1, and satisfies ϕ(a1) = a2. Then, around (a1, a2),

q2(s1, s2) = (s2 − ϕ(s1))−2
(
1 +O(s2 − ϕ(s1))

)
.

Proof. Observing that q2(s1, s2) satisfies (2.2) for each s1, from Lemma 2.4, we
obtain

q2(s1, s2) = (s2 − ϕ(s1))−2Q(s1, s2) (2.6)

or
q2(s1, s2) = 3(s2 − ϕ(s1))−2Q(s1, s2), (2.7)

where Q(s1, s2) is analytic around (s1, s2) = (a1, a2) and satisfies Q(a1, a2) = 1.
Substituting (2.7) into (2.5) and comparing both sides, we arrive at a contradiction.
This implies that q2(s1, s2) is expressible in the form (2.6). ¤
Lemma 2.9. For an arbitrary point (a1, a2) ∈ D∞, we have either of the following:

q2(s1, s2) =
u(s1, s2)

(s2 − ϕ(s1))2
, (2.8)

q2(s1, s2) = u∗(s1, s2)
2∑

l=0

1
(s2 − χl(s1))2

, (2.9)

χl(s1) = χ(e2lπi/3(s1 − a1)1/3).

KSTS/RR-00/004
May 16, 2000



A DEGENERATE GARNIER SYSTEM 7

Here
(i) ϕ(s1) is analytic at s1 = a1 and satisfies ϕ(a1) = a2;
(ii) χ(τ) is analytic at τ = 0 and satisfies χ(0) = a2;
(iii) u(s1, s2) and u∗(s1, s2) are analytic at (s1, s2) = (a1, a2) and satisfy

u(a1, a2) = u∗(a1, a2) = 1.

Proof. By Lemmas 2.1 and 2.7, for sufficiently small ε0 > 0, the set D∞ restricted
to the polydisk ∆ : |sj − aj | < ε0 (j = 1, 2) is decomposed as below:

D∞ ∩∆ = D1
∞ ∪ · · · ∪Dm

∞,

where
(1) Dµ

∞ (1 ≤ µ ≤ m) are local irreducible components in ∆ passing through
(a1, a2),

(2) each Dµ
∞ are expressed by a ν(µ)-valued local algebroidal function s2 =

ψµ(s1) (ν(µ) ∈ N), whose branches are given by

ψk
µ(s1) = Ψµ(e2kπi/ν(µ)(s1 − a1)1/ν(µ)), k = 0, 1, ..., ν(µ)− 1,

Ψµ(τ) = a2 +
∑

j≥1

γµ,jτ
j .

Let us consider the function

U(s1, s2) = q2(s1, s2)
[ m∑

µ=1

(ν(µ)−1∑

k=0

1
(s2 − ψk

µ(s1))2

)]−1

. (2.10)

Then U(s1, s2) is single-valued in ∆. We put ∆∗ = ∆ − Π0, Π0 =
{
(a1, s2)

∣∣
|s2 − a2| < ε0

}
. Note that U(s1, s2) is analytic in ∆∗ − (D1

∞ ∪ · · · ∪ Dm
∞), and

that, by Lemma 2.8, U(s1, s2) = 1 along each Dµ
∞ (1 ≤ µ ≤ m). Hence U(s1, s2)

is analytic in ∆∗. Since U(s1, s2) is also analytic around each point belonging to
Π0 −

{
(a1, a2)

}
, it is analytic in ∆ − {(a1, a2)}. Hence U(s1, s2) is analytic in ∆

(cf. [2; vol I]). By the continuity at (a1, a2), we have

U(s1, s2) = 1 +O(|s1 − a1|+ |s2 − a2|). (2.11)

Put s1 = a1 in (2.10). Then we have

q2(a1, s2) =
( m∑

µ=1

ν(µ)
)
(s2 − a2)−2

(
1 +O(s2 − a2)

)
.

By Lemma 2.4, either of the following four cases may occur:
(a) m = 1, ν(1) = 1;
(b) m = 1, ν(1) = 3;
(c) m = 2, ν(1) = 2, ν(2) = 1;
(d) m = 3, ν(1) = ν(2) = ν(3) = 1.
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8 SHUN SHIMOMURA

In the case (c), we have

q2(s1, s2) = U(s1, s2)
(

1
(s2 − ψ−(s1))2

+
1

(s2 − ψ+(s1))2
+

1
(s2 − ψ0(s1))2

)
,

where

ψ0(s1) = a2 +
∑

j≥1

γ0,j(s1 − a1)j ,

ψ−(s1) = Ψ(−(s1 − a1)1/2), ψ+(s1) = Ψ((s1 − a1)1/2), Ψ(τ) = a2 +
∑

j≥1

γjτ
j .

Substitute this into (2.5), and put s1 = a1. Then we see that the right-hand side
admits a pole s2 = a2 of multiplicity 5, and that the multiplicity of the pole on the
left-hand side does not exceed 4. Hence the case (c) does not occur. By the same
way, we can verify that (d) is also impossible. In the cases (a) and (b), from (2.10)
with (2.11) we can derive expressions (2.8) and (2.9), respectively. Thus the proof
is completed. ¤

The following is an immediate consequence of Clunie’s lemma [8; Lemma 2.4.2].

Lemma 2.10. Let g(z) be a transcendental meromorphic function satisfying the
relation gn+1 = Q(z, g) (n ∈ N), where Q(z, u) is a polynomial in z, u and u(k)

(k = 1, 2, ...). If the total degree of Q(z, u) as a polynomial in u and its derivatives
is at most n, then g(z) admits infinitely many poles in C.

3. Proof of Theorem 1.2

3.1. Proof of the assertion (1)
Let D∞ be a pole locus of Ξ. By Lemma 2.9, we can take a point (a1, a2) ∈ D∞

such that, around (s1, s2) = (a1, a2), D∞ is expressible in the form s2 = f(s1),
where f(s1) is analytic at s1 = a1 and satisfies f(a1) = a2. Then, using Lemma
2.4, by the same argument as in the proof of Lemma 2.8, we have

q2(s1, s2) = (s2 − f(s1))−2 + b0(s1) +
∑

j≥2

cj(s1)(s2 − f(s1))j , (3.1)

c3(s1) = b1(s1), c6(s1) = b2(s1),

around (s1, s2) = (a1, a2), where b0(s1), cj(s1) are analytic at s1 = a1. Substituting
(3.1) into (2.5) and comparing the coefficients of (s2 − f(s1))j (−3 ≤ j ≤ 6), we
obtain

f ′ = −3b0, b′0 =
3
2
b1, b′1 − 4c4f ′ = −18b2 + 6c22 + 12b0c4,

b′2 − 7c7f ′ = 21c2c5 + 21b0c7 + 21b1c4 − 105c9 (′= d/ds1).

From these relations and Lemma 2.5 with a = f(s1), it follows that

f ′ = −3b0, (3.2,1)

b′0 =
3
2
b1, (3.2,2)

b′1 = −18b2 + 6
(
−3b20 −

s1
5

)2

, (3.2,3)

b′2 = −42b30b1 −
46
135

b20 −
4
5
s1b0b1 +

2
27
b1f +

112
6075

s1. (3.2,4)
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A DEGENERATE GARNIER SYSTEM 9

Eliminating b0, b1, b2, we can verify that f(s1) satisfies (1.6). By f(s), s ∈ R,
we denote the analytic continuation of it, where π : R → C is the branching
Riemann surface of f. By Lemma 2.1 and the connectedness of D∞, for every point
(â1, â2) ∈ D∞, each local irreducible component of D∞ in a small neighbourhood
of (â1, â2) is expressible in the form

{
(π(s), f(s))

∣∣ s ∈ R, |s− â| < δ̂
}
, where â ∈ R

is some point satisfying π(â) = â1, and δ̂ is a sufficiently small positive constant.
Thus we arrive at the desired expression of D∞.

3.2. Proof of the assertion (2)
Let φ(s1) be a solution of (1.6) which is analytic around s1 = a1. We set

β0 = −φ
′(a1)
3

, β1 = −2
9
φ′′(a1),

β2 =
φ(3)(a1)

81
+

1
3

(φ′(a1)2

3
+
a1

5

)2
(3.3)

(′= d/ds1). Consider equation (2.2) with s1 = a1 and its solution

q(s2) =q(a2, β0, β1, β2; s2)

=(s2 − a2)−2 + β0 +
∑

j≥2

cj(s2 − a2)j , c3 = β1, c6 = β2 (3.4)

around s2 = a2 (cf. (2.3)). Then by Lemma 2.3, there exists a solution Ξ∗ =
(q∗1 , q

∗
2 , p

∗
1, p

∗
2) of (1.5) such that

q∗2(a1, s2) = q(s2). (3.5)

Around (s1, s2) = (a1, a2), there exists a local irreducible component of a pole locus
of Ξ∗, which passes through (a1, a2). By (3.4) and Lemma 2.9, it is expressible by
s2 = f∗(s1), where f∗(s1) is analytic around s1 = a1 and satisfies f∗(a1) = a2. By
the same argument as in Section 3.1, we can show that f∗(s1) satisfies (1.6), and
obtain the expression of the second entry of Ξ∗

q∗2(s1, s2) = (s2 − f∗(s1))−2 + b∗0(s1) +
∑

j≥2

c∗j (s1)(s2 − f∗(s1))j ,

c∗3(s1) = b∗1(s1), c
∗
6(s1) = b∗2(s1)

(cf. (3.1)), where

b∗0(s1) = −f
′
∗(s1)
3

, b∗1(s1) = −2
9
f ′′∗ (s1),

b∗2(s1) =
f

(3)
∗ (s1)

81
+

1
3

(f ′∗(s1)2
3

+
s1
5

)2

.

(3.6)

Then, by (3.5),
b∗0(a1) = β0, b∗1(a1) = β1, b∗2(a1) = β2. (3.7)
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These formulas are derived from the relations corresponding to (3.2,k) (1 ≤ k ≤ 3).
By (3.3), (3.6) and (3.7), we have f ′∗(a1) = φ′(a1), f ′′∗ (a1) = φ′′(a1), f

(3)
∗ (a1) =

φ(3)(a1). By the uniqueness of a solution of the initial value problem associated
with (1.6), we have f∗(s1) = φ(s1) around s1 = a1. This implies that Ξ∗ admits a
pole locus expressible by the analytic continuation of φ(s1). By the same argument
as in Section 3.1, this pole locus is globally expressible by φ. Thus the proof is
completed.

4. Proof of Theorem 1.3

4.1. Proof of the assertion (1)
By the change of the variables σ = 31/3(s1 − a)1/3, y = B0 − σ + v, equation

(1.6) is taken into

σ4v(4˙) − 12σ3v(3˙) + 12σ2v̈ + 240σv̇ = G(σ, v, v̇, v̈), (4.1)

G(σ, v, v̇, v̈) = 80σ(6− 4v̇ + (v̇)2)(v̇)2 − 40σ2(3− 3v̇ + (v̇)2)v̇v̈

− 12σ5(a+ σ3/3)(σv̈ − 2(v̇ − 1))(v̇ − 1)− 4
3
σ7(B0 − σ + v)(σv̈ − 2(v̇ − 1))

− 20
3
σ8(v̇ − 1)2 − 2

3
σ12(a+ σ3/3)

( ˙= d/dσ). Substitute the formal series v =
∑

j≥5 Cjσ
j into (4.1) and compare the

coefficients of σj (j ≥ 5). This series satisfies (4.1) if and only if

j(j − 9)(j − 11)(j + 2)Cj = Pj(a,B0, Ck; 5 ≤ k ≤ j − 1), j ≥ 5, (4.2)

where Pj (j ≥ 5) are polynomials in a,B0, Ck. For 5 ≤ j ≤ 11, they are given by

P5 = 24a, P6 = 0, P7 = −8
3
B0, P8 = 4, P9 = 0,

P10 = 72(a− 50C5)C6, P11 = −40
3
B0C5 + 168(a− 50C5)C7 − 4320C2

6 .

From (4.2) with j = 5, ..., 10, we have

C5 =
a

35
, C6 = 0, C7 = − B0

189
, C8 =

1
60
, C9 = B1, C10 = 0,

where B1 is an arbitrary constant. Since, for C5, C6, C7 above, P11 vanishes, the
coefficient C11 can also be taken to be an arbitrary constant B2. In addition to
these coefficients, determining Cj (j ≥ 12) recursively by (4.2), we obtain a formal
solution v =

∑
j≥5 Cjσ

j (C9 = B1, C11 = B2) of (4.1). The formal series u =
h(σ) =

∑
k≥0 Ck+5σ

k satisfies

σ4u(4˙) + 8σ3u(3˙) − 48σ2ü− 120σu̇+ 840u = H(σ, u, σu̇, σ2ü)

= σ−5G(σ, σ5u, σ5u̇+ 5σ4u, σ5ü+ 10σ4u̇+ 20σ3u), (4.3)

where H(σ, ξ0, ξ1, ξ2) is a polynomial in (σ, ξ0, ξ1, ξ2) such that H(0, ξ0, ξ1, ξ2) ≡
24a. Equation (4.3) is written in the form

σu′ = Λu + p(σ,u),
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where

u =



u0

u1

u2

u3


 , Λ =




0 1 0 0
0 1 1 0
0 0 2 1

−840 120 48 −5


 , p(σ,u) =




0
0
0

H(σ, u0, u1, u2)


 ,

u0 = u, u1 = σu̇, u2 = σ2ü, u3 = σ3u(3˙).

This system admits the formal solution

u(σ) = t(h(σ), σḣ(σ), σ2ḧ(σ), σ3h(3˙)(σ)) =
∑

k≥0

tckσ
k,

ck = (ck1, ck2, ck3, ck4) ∈ C4. By the same argument as in [11; §6.2], we can con-
struct a convergent power series

∑
k≥0 Γkσ

k such that Γk ≥ max1≤i≤4 |cki| (k ≥ 0),
and show the convergence of Φ(B0, B1, B2, σ) = B0 − σ + σ5h(σ) around σ = 0.

4.2. Proof of the assertion (2)
For an arbitrary solution y = g(s1) of (1.6), by Theorem 1.2,(2), there exists

a solution Ξ∗ of (1.5) such that s2 = g(s1) represents a pole locus D∗∞ of Ξ∗
which contains

{
(αν , g(αν))

∣∣ ν ∈ N
}
. By supposition, we can choose a sequence{

α′ν
∣∣ ν ∈ N

} ⊂ {
αν

∣∣ ν ∈ N
}

in such a way that g(α′ν) converges to some constant
B∗0 ∈ C as α′ν → a∗. Then (a∗, B∗0) belongs to D∗∞. Hence, by Lemma 2.9, we have
g(a∗) = B∗0 . Moreover, by the same lemma, if g(s1) is not analytic at s1 = a∗, then
it is written in the form

g(s1) = T (31/3(s1 − a∗)1/3), T (σ) =
∑

j≥0

C ′jσ
j , C ′0 = B∗0

around s1 = a∗. Since g(s1) is a solution of (1.6), V (σ) = T (σ) − B∗0 + σ =∑
j≥1 C

′′
j σ

j satisfies (4.1) with (a,B0) = (a∗, B∗0). Substituting V (σ) into (4.1) and
comparing the coefficients of σj , we derive that C ′′1 = · · · = C ′′4 = 0, and that

j(j − 9)(j − 11)(j + 2)C ′′j = Pj(a∗, B∗0 , C
′′
k ; 5 ≤ k ≤ j − 1), j ≥ 5

(cf. (4.2)), from which C ′′j (j ≥ 5, j 6= 9, 11) are uniquely determined to be poly-
nomials in a∗, B∗0 , B

∗
1 = C ′′9 , B

∗
2 = C ′′11. Thus we obtain expression (1.8).

5. Proof of Theorem 1.4
This theorem immediately follows from Lemma 2.9, Theorem 1.2,(1), and The-

orem 1.3,(2).

6. Proof of Theorem 1.1
Let Ξ = (q1, q2, p1, p2) be an arbitrary solution of (1.5). Note that η = q2(0, s2)

satisfies (2.2) with s1 = 0. Supposing that q2(0, s2) is rational in s2, and substituting
the Laurent series expansion around s2 = ∞ into (2.2) with s1 = 0, we can derive
a contradiction. Hence, q2(0, s2) is a transcendental meromorphic function of s2.
By Lemma 2.10, q2(0, s2) admits infinitely many poles s2 = ρι (ι ∈ N). By Lemma
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2.9, for each ρι, q2(s1, s2) admits the pole locus passing through (0, ρι) expressible
by s2 = fι(s1), where fι(s1) is analytic or locally algebroidal at s1 = 0. Since each
branch point of fι(s1) is isolated, for every N ∈ N, we can choose s1 = a(N) near
s1 = 0 in such a way that, for every ι = 1, ..., N, the function fι(s1) is analytic at
s1 = a(N). Then, by Lemma 2.2 and (3.1), we have

q1(s1, s2) = 3b0(s1)(s2 − fι(s1))−2
(
1 +O(s2 − fι(s1))

)
,

p1(s1, s2) = −3(s2 − fι(s1))−3
(
1 +O(s2 − fι(s1))

)
,

p2(s1, s2) = 3(s2 − fι(s1))−5
(
1 +O(s2 − fι(s1))

)
,

around (a(N), fι(a(N))). Since fι(s1) satisfies (1.6), we have b0(s1) = −f ′ι(s1)/3 6≡
0 (cf. (3.2,1)) and may suppose b0(a(N)) 6= 0. Then the functions q1(a(N), s2),
p1(a(N), s2), p2(a(N), s2) also have at least N distinct poles s2 = fι(a(N)) (1 ≤ ι ≤
N). Since N is arbitrary, every entry of Ξ is transcendental. Thus the proof is
completed.
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