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Abstract.
This is the Part II of our paper “Height functions for motives”.

We consider more general period domains and the height functions
on more general sets of motives. We also consider the corresponding
Hodge theoretic variant of Nevanlinna theory.

Contents.

§0. Introduction
§1. Period domains and motives
§2. Curvature forms and Hodge theory
§3. Height functions
§4. Speculations

§0. Introduction

This is a sequel of our paper [19] concerning height functions for
mixed motives over number fields, which we call Part I. The new subjects
in this Part II are as follows.

1. We consider more general period domains X(C) and more general
sets X(F ) of motives over number fields F than Part I. See Section 1.2
for the definition of X(C) and Section 1.3 for the definition of X(F ) of
this paper.

2. We start a Hodge theoretic variant of Nevanlinna theory, which
we would call Hodge-Nevanlinna theory.

Vojta compares number theory and Nevanlinna theory (see [36], for
example) . He compares height functions
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(1) V (F )→ R>0 in number theory,
(2)M(B, V (C))→ R in Nevanlinna theory.

Here F is a number field, V is an algebraic variety over F , V (F )
and V (C) denote the sets of F -points and C-points of V , respectively,
B is a connected one-dimensional complex analytic manifold (that is, a
connected Riemann surface) endowed with a finite flat morphism B →
C, and we denote byM(B, V (C)) the set of meromorphic functions from
B to V (C). If V is a dense open subvariety of a projective variety V̄ ,
a meromorphic function from B to V (C) is nothing but a holomorphic
function f : B → V̄ (C) such that f(B) 6⊂ V̄ (C) r V (C). For f ∈
M(B, V (C)), Nevanlinna theory asks how often f has singularities on
B, that is, how often we have f(z) ∈ V̄ (C)rV (C) (z ∈ B), relating this
question to height functions of f . (In the classical Nevanlinna theory,
B = C endowed with the identity morphism B → C, V̄ = P1(C), and
Nevanlinna theory asks how often a meromorphic function on C has
values in a given finite subset of P1(C).)

In this paper, we compare the height functions in the above (1) and
(2) and our height functions

(I) X(F )→ R>0 in number theory,
(II)Mhor(B,X(C))→ R in Hodge-Nevanlinna theory,
(III)Mhor(C,X(C))→ R in Hodge theory.

Here F and B are as above, C in (III) is a connected compact
Riemann surface (that is, a smooth projective curve over C), X(F ) is a
set of motives over F , X(C) is a period domain which classifies Hodge
structures, and for Y = B or C, Mhor(Y,X(C)) denotes the set of
horizontal meromorphic functions f from Y to X(C). See 1.2.26 for
the precise definition of Mhor(Y,X(C)). If X̄(C) ⊃ X(C) denotes the
toroidal partial compactification of X(C) consisting of the classes of
nilpotent orbits of rank≤ 1 ([23], [21] Part III, [24], [22]),Mhor(Y,X(C))
is identified with the set of horizontal morphisms f : Y → X̄(C) such
that f(Y ) 6⊂ X̄(C) r X(C). In our Hodge-Nevanlinna theory (II), for
Y = B, we ask how often f has singularities as a meromorphic function
from B toX(C), that is, how often we have f(z) ∈ X̄(C)rX(C) (z ∈ B),
relating this question to Hodge theoretic height functions of f .

(I) and (III) were already considered in Part I, but as is said above,
we consider more general situation in this Part II. (In Part I, we used the
notation Morhor(C, X̄(C)) forMhor(C,X(C)) in (III), where Mor stands
for morphisms whereasM stands for meromorphic maps, regarding el-
ements ofMhor(C,X(C)) as horizontal morphisms C → X̄(C).) In this
Part II, X(F ) is the set of G-mixed motives over F and X(C) is the set
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of G-mixed Hodge structures, where G is a linear algebraic group over
Q. Here a G-mixed motive (resp. G-mixed Hodge structure) means an
exact ⊗-functor from the category of linear representations of G to the
category of mixed motives (resp. mixed Hodge structures). Mumford-
Tate domains ([12]) appear as standard examples of X(C), and higher
Albanese manifolds [15] also appear as examples of X(C). For various
Shimura varieties, the set of their C-points give special cases of X(C)
and their F -points give points of X(F ). In (II) (resp. (III)), for Y = B
(resp. C), Mhor(Y,X(C)) is understood as set of isomorphism classes
of variations of G-mixed Hodge structure with logarithmic degeneration
on Y .

We expect that the comparisons of (1), (2), (I), (II), (III) shed new
lights to the arithmetic of the world of motives. Since X(F ) is usually
not the set of F -points of an algebraic variety, the study of (I) is not
reduced to the study of (1). Since X̄(C) is usually not a complex analytic
space (it is a “logarithmic manifold” in the sense of [23], 3.5.7), the study
of (II) is not reduced to the study of (2). As in Section 3.7, the height
functions in (I), (II), (III) are related not only philosophically, but also
actually via asymptotic formulas.

The organization of this paper is as follows. In Section 1, we define
X(C) and X(F ). Section 2 is a preparation for Hodge-Nevanlinna the-
ory. There we study some Hodge theoretic curvature forms (theorems
2.3.3, 2.4.3). In Section 3, we define height functions in (I), (II), (III).
In Section 4, we present questions.

We expect that our theory is related to Iwasawa theory (4.3.10).
Acknowledgements. The author thanks Teruhisa Koshikawa for

helpful discussions and valuable advice. He thanks Minhyong Kim and
Paul Vojta for teaching him various aspects in Diophantine geometry.
He also thanks Spencer Bloch, Chikara Nakayama, Sampei Usui, and
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who pointed out errors and a mistake explained in 3.5.2, 3.5.3 in the
earlier version of the manuscript.
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DMS 1601861.

§1. Period domains and motives

In Section 1.2 (resp. Section 1.3), we define the set X(C) (resp.
X(F )) which appears in Section 0. Section 1.1 is a preparation for Sec-
tion 1.2. In Section 1.4, we give some examples. The contents of Sections
1.1 and 1.2 are contained in the theory of Mumford-Tate domains in [12]
if the linear algebraic group G is reductive and if G = G (1.1.10).
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1.1. The period domain D

In this Section 1.1, we consider period domains D(G,Υ) (see 1.1.8
for the definition) and their generalizations D(G,G,Hb) (see 1.1.11 for
the definition). In the case G is a reductive algebraic group, D(G,Υ) is
the Mumford-Tate domain studied in [12]. For a linear algebraic group
G in general, D(G,Υ) is the period domain considered in [22].

1.1.1. In 1.1.1–1.1.3, we prepare notation.
For a linear algebraic group G over Q, let Gu be the unipotent

radical of G and let Gred be the reductive group G/Gu.
Let Rep(G) be the category of finite-dimensional linear representa-

tions of G over Q.

1.1.2. Let QMHS (resp. RMHS) be the category of mixed Q (resp.
R)-Hodge structures.

Let QHS (resp. RHS) be the full subcategory of QMHS (resp.
RMHS) consisting of objects which are direct sums of pure objects.

For H ∈ QMHS (resp. RMHS), let HQ (resp. HR) be the underlying
Q (resp. R)-vector space of H.

On the other hand, for H ∈ QMHS, let R ⊗Q H be the associated
mixed R-Hodge structure. For such H, HR denotes the R-vector space
R⊗Q HQ underlying the mixed R-Hodge structure R⊗Q H though this
may be a bit confusing.

1.1.3. For a commutative ring R, let Modff (R) be the category of
finitely generated free R-modules. In particular, for a field k, Modff (k)
is the category of finite-dimensional k-vector spaces.

1.1.4. In the rest of this paper, let G be a linear algebraic group
over Q. We assume that we are given a homomorphism w : Gm →
Gred = G/Gu whose image is in the center of Gred such that for some
(equivalently, for any) lifting Gm → G of w, the adjoint action of Gm

on Lie(Gu) is of weight ≤ −1.
Note that any V ∈ Rep(G) is endowed with a canonical G-stable

increasing filtration, which we denote by W•V and call the weight filtra-
tion, such that for any lifting Gm → G of w and for i ∈ Z, WiV is the
part of weight ≤ i of V for the action of Gm.

Lemma 1.1.5. Let H : Rep(G) → QMHS be an exact ⊗-functor.
Then for any V ∈ Rep(Gred) ⊂ Rep(G), we have H(V ) ∈ QHS ⊂
QMHS.

Proof. Since any representation of the reductive group Gred is semi-
simple, the weight filtration of V ∈ Rep(G) splits. Q.E.D.
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1.1.6. Let SC/R be the Weil restriction of the multiplicative group
Gm from C to R, which represents the functor R 7→ (C⊗R R)× for com-
mutative rings R over R. Let w : Gm,R → SC/R be the homomorphism
which represents the natural maps R× → (C ⊗R R)× for commutative
rings R over R.

As in [8], the category RHS (1.1.2) is equivalent to the category of
finite-dimensional linear representations of SC/R over R. For a finite-
dimensional representation V of SC/R over R, the corresponding object
of RHS has V as the underlying R-structure and has the Hodge decom-
position

VC := C⊗R V =
⊕
p,q∈Z

V p,q
C ,

where
V p,q
C = {v ∈ VC | [z]v = zpz̄qv for z ∈ C×}.

Here [z] denotes z regarded as an element of SC/R(R) = C×. For a finite-
dimensional representation V of SC/R over R, the part of V of weight
w of the corresponding Hodge structure coincides with the part of V of
weight w for the action of Gm,R via Gm,R

w→ SC/R.

1.1.7. Consider a Gred(R)-conjugacy class Υ of homomorphisms
SC/R

h→ Gred,R of algebraic groups over R ! such that the composition
Gm,R

w→ SC/R
h→ Gred,R coincides with the homomorphism induced by

w : Gm → Gred (1.1.4).

1.1.8. For Υ as in 1.1.7, we define the period domain D(G,Υ) to
be the set of isomorphism classes of exact ⊗-functors H : Rep(G) →
QMHS preserving the underlying Q-vector spaces with weight filtrations
satisfying the following condition (i).

(i) The homomorphism SC/R → Gred,R corresponding to Rep(Gred)
oversetH → RHS via the theory of Tannakian categories belongs to Υ.

In the case G is reductive, this set D(G,Υ) is identified with Υ itself,
and it is a Mumford-Tate domain studied in [12]. In general, this set
D(G,Υ) coincides with the set which is denoted by D in [22] associated
to Υ.

1.1.9. The set D(G,Υ) is not empty. In fact, there is a homomor-
phism SC/R → GR such that the composition SC/R → GR → Gred,R be-
longs to Υ. This homomorphism defines an exact ⊗-functor Rep(G)→
QMHS which is an element of D(G,Υ).

1.1.10. Consider an algebraic normal subgroup G of G (defined over
Q). Let Q = G/G.
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Consider an exact ⊗-functor

Hb : Rep(G)→ QMHS

which keeps the underlying Q-vector spaces with weight filtrations. (The
subscript b in Hb presents the role of Hb as a base point.)

1.1.11. For (G,Hb) as in 1.1.10, we define the period domain
D(G,G,Hb) as follows.

Let Υ be the Gred(R)-conjugacy class of the homomorphism SC/R →
Gred,R corresponding to the exact ⊗-functor Rep(Gred)→ RHS induced
by Hb (1.1.5). Let Hb|Q be the composite exact ⊗-functor Rep(Q) →
Rep(G)

Hb→ QMHS and let ΥQ be the Qred(R)-conjugacy class of homo-
morphisms SC/R → Qred,R induced by Hb|Q. Define D = D(G,G,Hb) ⊂
D(G,Υ) to be the inverse image of class(Hb|Q) ∈ D(Q,ΥQ) under the
canonical map D(G,Υ)→ D(Q,ΥQ) ; class(H) 7→ class(H|Q).

Note that we have class(Hb) ∈ D.

1.1.12. In fact,D(G,Υ) is regarded as the case G=G ofD(G,G,Hb).
For Υ as in 1.1.7, by fixing any Hb ∈ D(G,Υ), we have D(G,Υ) =
D(G,G,Hb). On the other hand, forHb as in 1.1.10, we haveD(G,G,Hb)
= D(G,Υ) where Υ is determined by Hb as in 1.1.11.

We consider the complex analytic structures of these period do-
mains. We first review the complex analytic structure of D(G,Υ) which
is given in [12], [22].

Lemma 1.1.13. G(R)Gu(C) acts on D(G,Υ) transitively.

Proof. [22] Prop. 3.2.5. Q.E.D.

1.1.14. The set D(G,Υ) is regarded as a complex analytic manifold
as follows.

Note that H ∈ D(G,Υ) is regarded as an exact ⊗-functor from
Rep(G) to the category C ⊃ QMHS of finite-dimensional Q-vector spaces
V such that V is endowed with an increasing filtration (called the weight
filtration) and VC is endowed with a decreasing filtration (called the
Hodge filtration). By 1.1.13, in the set of isomorphism classes of exact
⊗-functors from Rep(G) to C, we have a unique G(C)-orbit Ď(G,Υ)
containing D(G,Υ). Then G(C) acts on Ď(G,Υ) transitively and the
isotropy group in G(C) of each point of Ď(G,Υ) is an algebraic subgroup
of G(C). Hence Ď(G,Υ) is a complex analytic manifold.

By the following lemma, D(G,Υ) is also a complex analytic mani-
fold.

Lemma 1.1.15. D(G,Υ) is open in Ď(G,Υ)
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Proof. Let x ∈ D = D(G,Υ). Since the Hodge filtration
F (x)•Lie(Gred)C is pure of weight 0, the map

Lie(Gred)R → Lie(Gred)C/F (x)0Lie(Gred)C

is surjective. Hence the map

Lie(G)R + Lie(Gu)C → Lie(G)C/F (x)0Lie(G)C

is surjective. Since Lie(G)C/F (x)0Lie(G)C is the tangent space of Ď =
Ď(G,Υ) at x, the last surjectivity shows that G(R)Gu(C)x is a neigh-
borhood of x in Ď. Q.E.D.

(This Lemma is Proposition 3.2.7 of [22]. The proof of it given there is
wrong.)

1.1.16. Let A be the category of complex analytic spaces in the
sense of Grothendieck (the structure sheaf can have non-zero nilpotent
sections). For a commutative ring R and for Y ∈ A, let Modff (R, Y )
be the category of locally constant sheaves of finitely generated free R-
modules on Y . Let QMHS(Y ) be the category of pairs (HQ,fil), where
HQ ∈ Modff (Q, Y ) endowed with an increasing filtration by locally con-
stant Q-subsheaves (called the weight filtration) and fil is a decreasing
filtration on HO := OY ⊗Q HQ by subbundles (called the Hodge filtra-
tion) such that for each y ∈ Y , the fiber (HQ,y,fil(y)) at y is a Q-mixed
Hodge structure.

Then the complex analytic manifold D(G,Υ) represents the functor
A → (Sets) which sends Y ∈ A to the set of isomorphism classes of exact
⊗-functors H : Rep(G)→ QMHS(Y ) such that H(V )Q with the weight
filtration for V ∈ Rep(G) coincides with the constant sheaf V with the
weight filtration and such that the following (i) is satisfied.

(i) For any y ∈ Y , the homomorphism SC/R → Gred,R induced by
the ⊗-functor Rep(Gred)→ RHS ; V 7→ R⊗Q H(V )(y) belongs to Υ.

For D = D(G,Υ), consider the universal object HD ∈ QMHS(D).
Note that this object need not satisfy the Griffiths transversality, that is,
it need not be a variation of mixed Hodge structure. For V ∈ Rep(G),
we have the universal Hodge filtration on OD ⊗Q HD(V )Q = OD ⊗Q V .

Proposition 1.1.17. Let D = D(G,Υ). Concerning the tangent
bundle TD of D, we have a canonical isomorphism

TD
∼= (OD ⊗Q Lie(G))/fil0.

Here fil denotes the universal Hodge filtration on OD⊗QHD(Lie(G))Q =
OD ⊗Q Lie(G) where Lie(G) is endowed with the adjoint action of G.
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Proof. Let U be an open set of D and let Ũ = U [ε]/(ε2) be the
complex analytic space whose underlying topological space is the same
as that of U and whose structure sheaf is OU [ε]/(ε

2) (with ε an indeter-
minate). By the usual infinitesimal understanding of the tangent bundle,
TD(U) is identified with the set of all morphisms f : Ũ → D such that
the composition U → Ũ

f→ D is the inclusion morphism. Since D rep-
resents the functor described in 1.1.16, this set is identified with the set
Γ(U, (OU ⊗QLie(G))/fil0) as follows. Let h be an element of the last set.
Then h corresponds to f which sends V ∈ Rep(G) to (V, fil) ∈ QMHS(Ũ)
where fil is as follows. Let fil′ be the universal filtration on OU⊗QV . Lo-
cally, lift h to OŨ⊗QLie(G). Then filr = {x+εh(x) | x ∈ (fil′)r}+ε(fil′)r,
where h(x) is defined by the action of Lie(G) on V . Q.E.D.

Proposition 1.1.18. The morphism D(G,Υ)→ D(Q,ΥQ) is smooth.

Proof. This follows from the surjectivity of the induced maps of
tangent spaces (1.1.17), which follows from the surjectivity of Lie(G)→
Lie(Q). Q.E.D.

1.1.19. By definition, D(G,G,Hb) is a closed complex analytic sub-
space of D(G,Υ).

Proposition 1.1.20. Let D = D(G,G,Hb).
(1) D is a complex analytic manifold.
(2) The tangent bundle of D is canonically isomorphic to (OD ⊗Q

Lie(G))O/fil0. Here fil is the Hodge filtration on OD ⊗QHD(Lie(G))Q =
OD ⊗Q Lie(G) where Lie(G) is endowed with the adjoint action of G.

Proof. This follows from 1.1.18. Q.E.D.

Proposition 1.1.21. D(G,G,Hb) is a finite disjoint union of
G(R)Gu(C)-orbits.

Proof. First we consider the caseG is reductive. For x∈D(G,G,Hb),
let ϕx : SC/R → G(R) be the homomorphism associated to x. Let
x ∈ D(G,G,Hb) be the class of Hb, and let J (resp. JQ) be the al-
gebraic subgroup of G (resp. Q) consisting of elements a such that
aϕx(z)a

−1 = ϕx(z) (resp. aϕx,Q(z)a
−1 = ϕx,Q(z) where ϕx,Q denotes

the composition SC/R
ϕx→ GR → QR), and let I be the inverse image of

JQ in G. Then J ⊂ I and G ⊂ I.

Claim 1. We have I(R)/J(R)
∼=→ D(G,G,Hb) ; g 7→ gx.
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In fact, if y ∈ D(G,G,Hb), y = gx for some g ∈ G(R) in D(G,Υ)
where Υ is associated to x. Since ϕx and ϕy induce the same homo-
morphism SC/R → QR, we see that the image of g in Q(R) belongs to
JQ(R). This proves Claim 1.

Claim 2. The map I(R)→ D(G,G,Hb) induces a surjection
I(R)/I(R)◦ → G(R)\D(G,G,Hb) where I(R)◦ denotes the connected
component of I(R) containing 1.

Proposition 1.1.21 in the case G is reductive follows from Claim 2
and the finiteness of I(R)/I(R)◦.

We prove Claim 2. Let g1, g2 ∈ I(R) and assume g2 = g1g for
some g ∈ I(R)◦. We prove g2 ∈ G(R)g1J(R). The image gQ of g in
JQ(R) belongs to the connected component of JQ(R) containing 1 and
hence gQ = exp(A) for some A ∈ Lie(JQ)R. Since G is reductive, the
surjection Lie(G) → Lie(Q) is regarded as the projection to a direct
factor of the Lie algebra Lie(G), and hence the map Lie(J) → Lie(JQ)

is surjective. Take an element Ã ∈ Lie(J)R which is sent to A and
let a = exp(Ã) ∈ J(R). Then h := ga−1 belongs to G(R). We have
g2 = g1ha = g1hg

−1
1 g1a. Since G is normal in G, g1hg−1

1 ∈ G(R).
Now we do not assume G is reductive. By the case G is reductive

treated above, it is sufficient to prove that if y1, y2 ∈ D(G,G,Hb) and
if the images of y1 and y2 in D(Gred,Υ) coincide, then y2 = gy1 for
some g ∈ Gu(C). Take a homomorphism h : SC/R → GR which lifts
the common homomorphism SC/R → Gred,R induced by y1 and by y2
and let H be the element of D(G,Υ) corresponding to h. Then H
induces Rep(G) → RHS. By [6] 2.20, yj = eiδ(yj)u(yj)H for unique
u(yj) ∈ Gu(R) and δ(yj) ∈ Lie(Gu)R such that for any V ∈ Rep(G) and
for any p, q ∈ Z, δ(yi) sends the (p, q)-Hodge component of u(yj)H(V )
into the sum of (p′, q′)-Hodge components of u(yj)H(V ) with p′ < p,
q′ < q. Since y1,Q = y2,Q in D(Q,ΥQ), we have u(y1)Q = u(y2)Q in
Qu(R) and δ(y1)Q = δ(y2)Q in Lie(Qu)R. Thus y2 = gy1 with g =
eiδ(y2)u(y2)u(y1)

−1e−iδ(y1) and gQ = 1. Hence g ∈ Gu(C). Q.E.D.

1.1.22. The action of G(R)Gu(C) on D(G,G,Hb) need not be tran-
sitive.

Example. Let G = J ∪ Jσ ⊂ GL2, where

J = {
(
a −b
b a

)
∈ GL2}, σ =

(
0 1
1 0

)
.

Let w : Gm → G be the canonical embedding as scaler matrices. Con-
sider the G(R)-conjugacy class Υ = {h+, h−} where h± : SC/R → J ⊂ G



10 Kazuya Kato

is defined by

h±(a+ bi) =

(
a ∓b
±b a

)
.

We have D(G,Υ) = {h+, h−}. Let G = G ∩ SL2 and let Hb = h+ ∈
D(G,Υ). Then det : Q = G/G

∼=→ Gm and hence D(Q,ΥQ) consists of
one element. Hence D(G,G,Hb) consists of two elements h+ and h−.
But G(R) ∼= SO(2,R) is connected and Gu = {1}, and hence the action
of G(R)Gu(C) on D(G,G,Hb) is trivial and is not transitive.

1.2. The period domain X(C)
In this Section 1.2, we consider the period domain X(C)=XG,G,Hb,K(C)

(see 1.2.3 for the definition). We also describe a special case XG,Υ,K(C)
(see 1.2.2) of XG,G,Hb,K(C) hoping that it works as a guide to the more
complicated object XG,G,Hb,K(C).

1.2.1. Let Af
Q be the non-archimedean component of the adele ring

of Q.

1.2.2. Assume we are givenΥ as in 1.1.7. LetK be an open compact
subgroup of G(Af

Q). Define

XG,Υ,K(C) := G(Q)\(D(G,Υ)× (G(Af
Q)/K)).

Here G(Q) acts on D(G,Υ)× (G(Af
Q)/K) diagonally from the left.

1.2.3. Assume that we are given (G,Hb) as in 1.1.10. Let K be an
open compact subgroup of G(Af

Q).
Define

X(C) = XG,G,Hb,K(C) := G(Q)\(D(G,G,Hb)× (G(Af
Q)/K)),

where G(Q) acts on D(G,G,Hb)× (G(Af
Q)/K) diagonally from the left.

1.2.4. XG,Υ,K(C) is the case G = G of XG,G,Hb,K(C) (1.1.12).

1.2.5. As is explained in 1.2.6 below, XG,Υ,K(C) is identified with
the set of isomorphism classes of pairs (H,λ), where

H is an exact ⊗-functor from Rep(G) to QMHS
such that for some isomorphism of ⊗-functors from Rep(G) to Modff (Q)

θ : (V 7→ H(V )Q)
∼=→ (V 7→ V ) preserving the weight filtrations,

the homomorphism SC/R → Gred(R) induced by the restrictions of H
and θ to Rep(Gred) belongs to Υ, and
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λ (called the K-level structure) is a mod K class of an isomorphism
of ⊗-functors from Rep(G) to Modff (Af

Q)

λ̃ : (V 7→ Af
Q⊗QV )

∼=→ (V 7→ Af
Q⊗QH(V )Q) preserving the weight filtrations.

1.2.6. In 1.2.5, we identify the class of a pair (H,λ) as above with
class(H ′, g) ∈ XG,Υ,K(C), where H ′ = H endowed with the identifica-
tion of H(V )Q with V via θ, and g = (Af

Q⊗θ)◦ λ̃ ∈ G(Af
Q). Conversely,

we identify class(H ′, g) ∈ XG,Υ,K(C) (class(H ′) ∈ D, g ∈ G(Af
Q)) with

the class of the pair (H,λ), where H = H ′, λ̃ = g.
1.2.7. As is explained in 1.2.8 below, the set XG,G,Hb,K(C) is iden-

tified with the set of isomorphism classes of triples (H, ξ, λ), where
H is an exact ⊗-functor from Rep(G) to QMHS,
ξ is an isomorphism of ⊗-functors from Rep(Q) to QMHS

H|Q
∼=→ Hb|Q,

where H|Q and Hb|Q denote the restrictions of H and Hb to Rep(Q) ⊂
Rep(G), respectively,

λ is as in 1.2.5,
such that there are an isomorphism of ⊗-functors from Rep(Gred) to
RHS

ν : (V 7→ R⊗Q H(V ))
∼=→ (V 7→ R⊗Q Hb(V ))

and an isomorphism of ⊗-functors from Rep(G) to Modff (Q)

θ : (V 7→ H(V )Q)
∼=→ (V 7→ V ) preserving the weight filtrations

which satisfy the following (i)–(iii).
(i) ξ and ν induce the same isomorphism of functors (V 7→ R ⊗Q

H(V ))
∼=→ (V 7→ R⊗Q Hb(V )) from Rep(Qred) to RHS.

(ii) ξ and θ induce the same isomorphism of functors (V 7→ H(V )Q)
∼=→ (V 7→ Hb(V )Q) from Rep(Q) to Modff (Q).

(iii) The automorphism (Af
Q ⊗ θ) ◦ λ̃ (λ̃ is a representative of λ as

in 1.2.5) of the ⊗-functor

Rep(G)→ Modff (Af
Q) ; V 7→ Af

Q ⊗Q V

(which is an element of G(Af
Q) by the theory of Tannakian categories)

belongs to G(Af
Q).
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1.2.8. In 1.2.7, we identify the class of a triple (H, ξ, λ) as above
with class(H ′, g) ∈ XG,G,Hb,K(C), where H ′ = H endowed with the
identification of H(V )Q with V via θ, and g = (Af

Q ⊗ θ) ◦ λ̃ ∈ G(Af
Q).

Conversely, we identify class(H ′, g) ∈ XG,G,Hb,K(C) (class(H ′) ∈ D,
g ∈ G(Af

Q)) with the class of the triple (H, ξ, λ), where H = H ′, λ̃ = g,
and ξ is the evident isomorphism.

In the case G = G, the identification XG,G,Hb,K(C) = XG,Υ,K(C)
corresponds to (H, ξ, λ) 7→ (H,λ) (ξ is unique and is the evident isomor-
phism in this case).

Let (G,Hb,K) be as in 1.2.3. We define a structure of a complex
manifold on X(C) = XG,G,Hb,K(C) assuming 1.2.9, 1.2.10 (concerning
polarization) and assuming 1.2.11 (concerning level structure) below.

1.2.9. We assume we are given V0 ∈ Rep(G), a non-degenerate
bilinear form

〈 , 〉0,w : grWw V0 × grWw V0 → Q · (2πi)−w

for each w ∈ Z which is symmetric if w is even and anti-symmetric if w
is odd, and a homomorphism

η : G→ Gm

having the following properties (i)–(iii).

(i) 〈gx, gy〉0,w = η(g)w〈x, y〉0,w for any w ∈ Z, g ∈ G, x, y ∈ grWw V0.
(ii) The composition Gm

w→ Gred
η→ Gm is x 7→ x2.

(iii) The homomorphism G→ Aut(V0)×Gm is injective, where the
part G→ Gm is η.

1.2.10. Consider the one-dimensional Q-vector space Q · (2πi)−1 on
which G acts via η. By (ii), Hb(Q · (2πi)−1) is a one-dimensional Hodge
structure of weight 2 whose underlying Q-vector space is Q·(2πi)−1, and
hence it is canonically identified with the Hodge structure Q(−1). The
homomorphism grWw V0⊗grWw V0 → Q ·(2πi)−w = (Q ·(2πi)−1)⊗w defined
by 〈 , 〉0,w is a G-homomorphism, and hence induces grWw Hb(V0) ⊗
grWw Hb(V0)→ Q(−w).

We assume the following (*).

(*) This homomorphism grWw Hb(V0) ⊗ grWw Hb(V0) → Q(−w) is a
polarization of grWw Hb(V0) for any w ∈ Z.

1.2.11. From now on, we assume that K satisfies the following
condition (*) which we call the neat condition.
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(*) If g ∈ G(Af
Q) and γ ∈ G(Q) ∩ gKg−1 ⊂ G(Af

Q) and if the action
of γ on grWw V0 preserves 〈 , 〉0,w for any w ∈ Z, then for any V ∈ Rep(G),
the subgroup of C× generated by all eigen values of γ : C⊗QV → C⊗QV
is torsion free.

Remark 1.2.12. If L is a Z-lattice of V0 and if n ≥ 3 is an integer,
and if the action of any element g ofK onAf

Q⊗QV0 satisfies the following
(i) and (ii), then K satisfies the neat condition (1.2.11).

(i) gL̂ = L̂, where L̂ = Ẑ⊗Z L.
(ii) The automorphism of L/nL = L̂/nL̂ induced by g is the identity

map.
Hence a sufficiently small open compact subgroup K of G(Af

Q) sat-
isfies the neat condition.

Proposition 1.2.13. (As is said, we assume 1.2.9, 1.2.10, 1.2.11.)
The automorphism group of a triple (H, ξ, λ) as in 1.2.7 is trivial.

Proof. The proof goes in the same way as in the corresponding part
of Part I (the proof of Proposition 2.2.7 of Part I). Q.E.D.

By 1.2.13, we will identify a triple (H, ξ, λ) as in 1.2.7 with its class
in X(C).

We will sometimes denote (H, ξ, λ) ∈ X(C) also simply asH ∈ X(C)
omitting ξ and λ.

1.2.14. For (H, ξ, λ) ∈ X(C), we have a canonical polarization
〈 , 〉w on grWw H(V0) for each w ∈ Z defined as follows.

Take θ in 1.2.7. Let g ∈ G(Af
Q) be the composition (Af

Q ⊗ θ) ◦ λ̃,
where λ̃ is a representative of λ (1.2.7), and let c =

∏
p |η(g)p|p ∈ Q>0

(here p ranges over all prime numbers, η(g)p denotes the p-component
of η(g) ∈ (Af

Q)
×, and | |p denotes the standard absolute value of Qp).

Then c is independent of the choice of the representative λ̃ of λ because
|η(k)p|p = 1 for any k ∈ K and any p.

Let grWw H(V0)Q
∼=→ grWw Hb(V0)Q = grWw V0 be the isomorphism de-

fined by θ and let 〈 , 〉′w be the bilinear form grWw H(V0)Q×grWw H(V0)Q →
Q · (2πi)−w corresponding to 〈 , 〉0,w via this isomorphism. By the exis-
tence of the isomorphism ν (1.2.7), we have either 〈 , 〉′w is a polarization
for any w or (−1)w〈 , 〉′w is a polarization for any w. We define the
canonical polarization 〈 , 〉w on grWw H(V0) to be cw〈 , 〉′w in the former
case and (−1)wcw〈 , 〉′w in the latter case. Then 〈 , 〉w is independent
of the choice of θ.

Proposition 1.2.15. (1) The action of G(Q) on D(G,G,Hb) ×
(G(Af

Q)/K) is proper. This action is fixed-point free.
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(2) The canonical surjection D(G,G,Hb)× (G(Af
Q)/K)→ X(C) is

a local homeomorphism (for the quotient topology on X(C)).

Proof. (2) follows from (1). (1) is reduced to the fact that for any
g ∈ G(Af

Q), the action of G(Q) ∩ gKg−1 on D(G,G,Hb) is proper and
fixed-point-free. The last thing is proved as follows.

Let Φ = ((h(w, r))w,r∈Z, V0,W, (〈 , 〉0,w)w∈Z), where h(w, r) is the
dimension of grrgrWw Hb(V0)C as a C-vector space, and let D±

Φ be the
corresponding space D± in Part I, Section 2.2. We have an embedding
D(G,G,Hb) ⊂ D±

Φ . Let GΦ be the algebraic group over Q defined as the
subgroup of AutQ(V0,W )×Gm consisting of all elements (g, t) such that
〈gx, gy〉0,w = tw〈x, y〉0,w for all w ∈ Z and all x, y ∈ grWw . (This group
GΦ was denoted by G in Part I.) We have an embedding G

⊂→ GΦ.
By these embeddings D(G,G,Hb) ⊂ D±

Φ and G ⊂ GΦ, we are re-
duced to the fact that the action of GΦ(Q) ∩ gKg−1 on D±

Φ is proper
and fixed-point-free and this follows from Part I, Section 2.2. Q.E.D.

1.2.16. By 1.2.15 (2), there is a unique structure of a complex
analytic manifold on XG,G,Hb,K(C) for which the canonical surjection
D(G,G,Hb) × (G(Af

Q)/K) → XG,G,Hb,K(C) is a morphism of complex
analytic manifolds and is locally an isomorphism.

Note that Gu = G ∩Gu and hence Gred is the image of G in Gred.

Proposition 1.2.17. Let Kred be the image of K in Gred(Af
Q).

Then (Gred,Gred,Hb|Gred
,Kred) also satisfies the neat condition.

Proof. We are reduced to the fact that G(Q)∩gKg−1 → Gred(Q)∩
gredKredg

−1
red is surjective for any g ∈ G(Af

Q) where gred denotes the
image of g in Gred(Af

Q). This last fact is reduced to the following well
known fact: For a unipotent algebraic group U over Q and for an open
subgroup U of U(Af

Q), U(A
f
Q) = U(Q)U . Q.E.D.

1.2.18. By 1.2.17, we have the complex analytic manifoldXred(C) :=
XGred,Gred,Hb|Gred

,Kred
(C). We have a canonical morphism XG,G,Hb,K(C)

→ XGred,Gred,Hb|Gred
,Kred

(C).

1.2.19. The complex analytic manifold X(C) = XG,G,Hb,K(C) rep-
resents the functor A → (Sets) which sends Y ∈ A to the set of isomor-
phism classes of triples (H, ξ, λ), where:
H is an exact ⊗-functors Rep(G)→ QMHS(Y ) (1.1.16),
ξ is an isomorphism of ⊗-functors from Rep(Q) to QMHS(Y )

H|Q
∼=→ Hb|Q,
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where H|Q and Hb|Q denote the restrictions of H and Hb to Rep(Q) ⊂
Rep(G) (Hb(V ) for V ∈ Rep(G) is defined to be a constant QMHS
Hb(V ) on Y ), respectively,

λ (called the K-level structure) is a global section of the quotient
sheaf I/K, where I(U) for an open set U of Y is the set of isomorphisms
of ⊗-functors from Rep(G) to Modff (Af

Q)(U)

(V 7→ Af
Q ⊗Q V )

∼=→ (V 7→ Af
Q ⊗Q HQ|U ),

such that there are an isomorphism of ⊗-functors from Rep(Gred) to
RHS

ν : (V 7→ R⊗Q H(V )(y))
∼=→ (V 7→ R⊗Q Hb(V ))

at each y ∈ Y and an isomorphism of ⊗-functors from Rep(G) to
Modff (Q, Y )

θ : (V 7→ H(V )Q)
∼=→ (V 7→ V ) preserving the weight filtrations

locally on Y , which satisfy the following (i)–(iii).
(i) At each y ∈ Y , ξ and ν induce the same isomorphism of functors

(V 7→ R⊗Q H(V )(y))
∼=→ (V 7→ R⊗Q Hb(V )) from Rep(Qred) to RHS.

(ii) Locally on Y , ξ and θ induce the same isomorphism of functors
(V 7→ H(V )Q)

∼=→ (V 7→ Hb(V )Q) from Rep(Q) to Modff (Q, Y ).
(iii) Locally on Y , the automorphism (Af

Q ⊗ θ) ◦ λ̃ (λ̃ is a represen-
tative of λ in I) of the ⊗-functor

Rep(G)→ Modff (Af
Q) ; V 7→ Af

Q ⊗Q V

belongs to G(Af
Q).

1.2.20. In this paper, we will often use the following fact ([30] Thm.
4.14): If V1 ∈ Rep(G) is a faithful representation of G, V1 generates
Rep(G) as a ⊗-category. That is, all finite-dimensional representations
of G over Q can be constructed from V1 by taking ⊗, ⊕, the dual, and
subquotients.

1.2.21. Taking Y = X(C) in the above, we have the universal object
HX(C) : Rep(G)→ QMHS(X(C)).

The canonical polarizations on the fibers of HX(C)(V0) at each point
of X(C) (1.2.14) give a canonical polarization on HX(C).

For any V ∈ Rep(G) and w ∈ Z, we have a homomorphism grWw V ⊗
grWw V → Q · (2πi)−w of representations of G such that H(grWw V ) ⊗
H(grWw V )→ Q · (2πi)−w is a polarization of H(grWw V ). This is true for
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V = V0 (the canonical polarization) and is true for general V because
grW (V0) and Q · (2πi)−1 generate the ⊗-category Rep(Gred) (1.2.20).

1.2.22. Concerning the tangent bundle TX(C) of X(C), we have a
canonical isomorphism

TX(C) ∼= HX(C)(Lie(G))O/fil0,

where Lie(G) is endowed with the adjoint action of G and fil denotes the
Hodge filtration.

This follows from 1.2.19 and 1.1.20 (2).

1.2.23. We define the horizontal tangent bundle TX(C),hor of X(C)
as fil−1/fil0, where fil is the Hodge filtration of HX(C)(Lie(G))O.

It is a subbundle of the tangent bundle TX(C) = HX(C)(Lie(G))O/fil0.

1.2.24. In 1.2.17, 1.2.18, TXred(C) and TXred(C),hor are identified with
(grW0 HX(C)(Lie(G))O)/fil0 and gr−1grW0 HX(C)(Lie(G))O, respectively.

1.2.25. Let Y be a complex analytic manifold. We discuss horizon-
tal morphisms from Y to a period domain.

Let QVMHS(Y ) be the category of variations of mixed Q-Hodge
structure on Y . It is a full subcategory of QMHS(Y ). By definition,
an object of QMHS(Y ) belongs to QVMHS(Y ) if and only if it satisfies
Griffiths transversality.

A morphism f : Y → X(C) = XG,G,Hb,K(C) is said to be horizontal
if the morphism TY → TX(C) of tangent bundles associated to f factors
through the horizontal tangent bundle TX(C),hor ⊂ TX(C). A morphism
Y → X(C) is horizontal if and only if the corresponding object H :
Rep(G) → QMHS(Y ) satisfies that H(V ) ∈ QVMHS(Y ) for any V ∈
Rep(G).

1.2.26. Let Y be a one-dimensional complex analytic manifold (that
is, a Riemann surface). Let QVMHSlog(Y ) be the full subcategory of
∪R QVMHS(Y r R), where R ranges over all discrete subsets of Y ,
consisting of objects which satisfy the conditions in Part I, Section 1.6
at any point of R when we replace C there by Y .

We say an element of ∪RMorhor(Y rR,X(C)), where R ranges over
all discrete subsets of Y , is meromorphic on Y if the corresponding
functor Rep(G) → ∪R QVMHS(Y r R) factors through Rep(G) →
QVMHSlog(Y ). Let Mhor(Y,X(C)) be the subset of ∪RMorhor(Y r
R,X(C)) consisting of all elements which are meromorphic on Y .

1.2.27. For Y as in 1.2.26, we define the subsetMhor,gen(Y,X(C))
ofMhor(Y,X(C)) consisting of generic elements.
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Let f ∈ Mhor(Y,X(C)) and let H : Rep(G) → QVMHSlog(Y ) be
the corresponding exact ⊗-functor. Then by our definition, f belongs
to Mhor,gen(Y,X(C)) if and only if there is no algebraic subgroup G′

of G such that dim(G′) < dim(G) and such that H is isomorphic to
the composition Rep(G) → Rep(G′)

H′

→ QVMHSlog(Y ) for some exact
⊗-functor H′ : Rep(G′)→ QVMHSlog(Y )

1.3. The set X(F ) of motives
In this Section 1.3, we consider a set X(F ) = XG,G,Mb,K(F ) of G-

mixed motives (see 1.3.5 for the definition). We also describe a special
case XG,Υ,K(F ) (see 1.3.3), which is simpler, as a guide. We define
XG,Υ,K(F ) (resp. XG,G,Mb,K(F )) imitating the presentation 1.2.5 of
XG,Υ,K(C) (resp. 1.2.7 of XG,G,Hb,K(C)).

1.3.1. As in Part I, we use the formulation of mixed motives due
to Jannsen [18]. See Part I, Section 1.1 for a summary of points in [18]
which are important in our study.

For a number field F , we denote the category of mixed motives with
Q-coefficients over F by MM(F ).

1.3.2. Let G and w : Gm → Gred be as in 1.1.4. Let V0 ∈ Rep(G),
〈 , 〉0,w : grWw V0 × grWw V0 → Q · (2πi)−w for w ∈ Z, and η : G →
Gm be as in 1.2.9. Let G be as in 1.1.10. In what follows, when we
discuss XG,Υ,K(F ), G denotes G. Let K be an open subgroup of G(Af

Q)

satisfying the neat condition (1.2.11).

1.3.3. Let Υ be as in 1.1.7.
For a number field F ⊂ C, let XG,Υ,K(F ) be the set of isomorphism

classes of pairs (M,λ), where

M is an exact ⊗-functor Rep(G)→MM(F ),

λ (called the K-level structure) is a mod K class of an isomorphism
λ̃ of ⊗-functors from Rep(G) to Modff (Af

Q)

(V 7→ Af
Q ⊗Q V )

∼=→ (V 7→M(V )et) preserving the weight filtrations

satisfying the condition (i) below,

such that there is an isomorphism of⊗-functors from Rep(G) to Modff (Q)

θ : (V 7→M(V )B)
∼=→ (V 7→ V ) preserving the weight filtrations

satisfying the conditions (ii) and (iii) below. Here (−)B denotes the
Betti realization with respect to the embedding F ⊂ C.
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(i) There is a homomorphism k : Gal(F̄ /F )→ K such that λ̃(k(σ)x)
= σλ̃(x) for any V ∈ Rep(G), x ∈ Af

Q ⊗Q V , and σ ∈ Gal(F̄ /F ). Here
F̄ denotes the algebraic closure of F in C.

(ii) The homomorphism SC/R → Gred,R induced by the restrictions of
MH and θ to Rep(Gred) belongs to Υ. Here (−)H denotes the associated
Q-mixed Hodge structure with respect to the embedding F ⊂ C.

(iii) Consider the object Q · (2πi)−1 of Rep(G) on which G acts via
η. Then the isomorphism M(Q · (2πi)−1)B ∼= Q · (2πi)−1 in Modff (Q)
induced by θ comes from an isomorphism

(*) M(Q · (2πi)−1) ∼= Q(−1) in MM(F ),
and concerning the morphism pw : grWw M(V0)⊗grWw M(V0)→ Q(−w) in
MM(F ) induced by theG-homomorphism grWw V0⊗grWw V0 → Q·(2πi)−w

and the above isomorphism (*), we have either pw is a polarization of
grWw M(V0) for any w ∈ Z or (−1)wpw is a polarization of grWw M(V0) for
any w ∈ Z.

1.3.4. To discuss XG,G,Mb,K(F ), we assume that we are given a
number field F0 ⊂ C and an exact ⊗-functor

Mb : Rep(G)→MM(F0)

and that we are given an isomorphism between ⊗-functors from Rep(G)
to Modff (Q)

(V 7→Mb(V )B) ∼= (V 7→ V ) preserving weight filtrations.

Here ( )B denotes the Betti realization with respect to the inclusion map
F0

⊂→ C. We regard this isomorphism as an identification.
We further assume the following (i) and (ii).
Consider the action of G on Q · (2πi)−1 via η. By the condition

(ii) in 1.2.9, we have a unique isomorphism Mb(Q · (2πi)−1)H ∼= Q(−1)
of Hodge structures whose underlying isomorphism of Q-vector spaces
is the identity map. Here ( )H denotes the associated Hodge structure
with respect to the inclusion map F0

⊂→ C. We assume
(i) There is an isomorphism of motives Mb(Q · (2πi)−1) ∼= Q(−1)

over F0 whose underlying isomorphism of Hodge structures is the above
one.

Since 〈 , 〉0,w gives a G-homomorphism grWw V0 ⊗ grWw V0 → Q ·
(2πi)−w=(Q·(2πi)−1)⊗w, we have a morphism grWw Mb(V0)⊗grWw Mb(V0)
→ Q(−w) of motives over F0. We assume

(ii) The last morphism is a polarization on grWw Mb(V0) for any w ∈
Z.
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We further assume
(iii) The homomorphism Gal(F̄ /F )→ G(Af

Q) defined by the action
ofGal(F̄ /F ) onMb(V )et = Af

Q⊗QV (V ∈ Rep(G)) satisfies σKσ−1 = K

for any σ ∈ Gal(F̄ /F ).
1.3.5. Let G be as in 1.1.10, let F0 and Mb be as in 1.3.4, and let F

be a finite extension of F0 in C. Let X(F ) = XG,G,Mb,K(F ) be the set
of isomorphism classes of triples (M, ξ, λ), where

M is an exact ⊗-functor from Rep(G) to MM(F ),

ξ is an isomorphismM |Q
∼=→Mb|Q, whereM |Q (resp. Mb|Q) denotes

the restriction of M (resp. Mb) to Rep(Q), and
λ (called the K-level structure) is a mod K class of an isomorphism

of ⊗-functors from Rep(G) to Modff (Af
Q)

λ̃ : (V 7→Mb(V )et)
∼=→ (V 7→M(V )et) preserving the weight filtrations

satisfying the condition (i) below,
such that there are an isomorphism of ⊗-functors from Rep(Gred) to
RHS

ν : (V 7→ R⊗Q M(V )H)
∼=→ (V 7→ R⊗Q Mb(V )H)

and an isomorphism of ⊗-functors from Rep(G) to Modff (Q)

θ : (V 7→M(V )B)
∼=→ (V 7→ V ) preserving the weight filtrations

which satisfy the following conditions (ii)–(iv) and the condition (iii) in
1.3.3.

(i) For any σ ∈ Gal(F̄ /F ), there is k(σ) ∈ K satisfying σλ̃(x) =

λ̃(k(σ)σx) for any V ∈ Rep(G) and x ∈ Mb(V )et (F̄ denotes the alge-
braic closure of F in C; here K acts on Mb(V )et because Mb(V )et =

Af
Q ⊗Q Mb(V )B = Af

Q ⊗Q V ),
(ii) ξ and ν induce the same isomorphism of functors (V 7→ R ⊗Q

M(V )H)
∼=→ (V 7→ R⊗Q Mb(V )H) from Rep(Qred) to RHS.

(iii) ξ and θ induce the same isomorphism of functors (V 7→ H(V )B)
∼=→ (V 7→Mb(V )B = V ) from Rep(Q) to Modff (Q).

(iv) The automorphism (Af
Q ⊗ θ) ◦ λ̃ of the ⊗-functor

Rep(G)→ Modff (Af
Q) ; V 7→ Af

Q ⊗Q V

(which is an element of G(Af
Q) by the theory of Tannakian categories)

belongs to G(Af
Q).
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1.3.6. We have a canonical map XG,Υ,K(F ) → XG,Υ,K(C) (resp.
X(F ) = XG,G,Mb,K(F ) → X(C) = XG,G,Mb,H ,K(C)). Using 1.2.5 (resp.
1.2.7), it is given by class(M,λ) 7→ class(MH , λ) (resp. class(M, ξ, λ) 7→
class(MH , ξH , λ)).

1.3.7. (1) Let (M1, ξ1, λ1) ∈ XG,G,Mb,K(F ). Then we have a bijec-
tion

XG,G,Mb,K(F )
∼=→ XG,G,M1,K′(F )

where to define the last set, we identify Rep(G) → Modff (Q) ; V 7→
M1(V )B with V 7→ V by fixing θ = θ1 for M1, and we define K ′ =

g1Kg−1
1 where g1 = (Af

Q ⊗ θ1) ◦ λ̃1 ∈ G(Af
Q). The bijection is defined

by class(M, ξ, λ) 7→ class(M, ξ−1
1 ◦ ξ, λ ◦ λ

−1
1 ) where λ ◦ λ−1

1 denotes the
mod K ′ class of λ̃ ◦ (λ̃1)

−1.
Via the maps XG,G,Mb,K(F ) → XG,G,Mb,H ,K(C) and XG,G,M1,K′(F )

→ XG,G,M1,H ,K′(C) in 1.3.6, this bijection is compatible with the iso-
morphism

XG,G,Mb,H ,K(C) = G(Q)\(D(G,G,Mb,H )× (G(Af
Q)/K))

∼=→

XG,G,M1,H ,K′ (C)=G(Q)\(D(G,G,M1,H )×(G(Af
Q)/K

′)) ; class(H, g) 7→class(H, gg−1
1 ).

(2) In 1.3.3, let F0⊂C be a number field and assume thatXG,Υ,K(F0)
is not empty. Fix an element class(M1, λ1) ∈ XG,Υ,K(F0) and identify
Rep(G)→ Modff (Q) ; V 7→ M1(V )B with V 7→ V by fixing θ = θ1 for
M1. Then we have a bijection

XG,Υ,K(F )
∼=→ XG,G,M1,K′(F ) ; class(M,λ) 7→ class(M, ξ, λ ◦ λ−1

1 )

where K ′ = g1Kg−1
1 with g1 = (Af

Q ⊗ θ) ◦ λ̃1, ξ is the evident one, and
λ ◦ λ−1

1 is the mod K ′ class of λ̃ ◦ (λ̃1)
−1.

Via the maps XG,Υ,K(F ) → XG,Υ,K(C) and XG,G,M1,K′(F ) →
XG,G,M1,H ,K′(C) in 1.3.6, this bijection is compatible with the isomor-
phism

XG,Υ,K(C) = G(Q)\(D(G,Υ)× (G(Af
Q)/K))

∼=→

XG,G,M1,H ,K′ (C)=G(Q)\(D(G,G,M1,H )×(G(Af
Q)/K

′)) ; class(H, g) 7→class(H, gg−1
1 ).

Proposition 1.3.8. The automorphism group of a triple (M, ξ, λ)
as in 1.3.5 is trivial.
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This follows from the Hodge version 1.2.13.
By 1.3.8, we will identify a triple (M, ξ, λ) as in 1.3.5 with its class

in X(F ).
We will often denote (M, ξ, λ) ∈ X(F ) simply as M ∈ X(F ).

1.3.9. We expect that the canonical map X(F ) → X(C) is always
injective.

We expect that if F ′ is a finite Galois extension of F in C, the map
X(F ) → X(F ′) induces a bijection from X(F ) to the Gal(F ′/F )-fixed
part of X(F ′).

1.3.10. (1) Note that M ∈ XG,Υ,K(F ) defines a K-conjugacy class
of a continuous homomorphism Gal(F̄ /F )→ K ; σ 7→ k(σ), that is, an
element of H1

cont(Gal(F̄ /F ),K) where Gal(F̄ /F ) acts on K trivially.
(2) Note that M ∈ XG,G,Mb,K(F ) defines the class of a continuous

1-cocycle σ 7→ k(σ) in H1
cont(Gal(F̄ /F ),K) where σ ∈ Gal(F̄ /F ) acts

on K as k 7→ σ ◦ k ◦ σ−1 (here σ is regarded as an automorphism of
(V 7→Mb(V )et = Af

Q ⊗ V )).

1.3.11. Questions.
(1) Is the map XG,Υ,K(F ) → Homcont(Gal(F̄ /F ),K) in 1.3.10 (1)

always injective?
(2) Is the map XG,G,Mb,K(F ) → H1

cont(Gal(F̄ /F ),K) in 1.3.10 (2)
always injective?

1.3.12. For (M, ξ, λ) ∈ X(F ), we define the canonical polarization
on grWw M(V0) for each w ∈ Z in the similar way to the Hodge version
1.2.14.

Take θ in 1.3.5. Let g ∈ G(Af
Q) be the composition (Af

Q ⊗ θ) ◦ λ̃,
and let c =

∏
p |η(g)p|p ∈ Q>0. Then the canonical polarization is either

cwpw or (−c)wpw where pw is as in the condition (iii) in 1.3.3.

1.3.13. We define a subset Xgen(F ) = XG,G,Mb,K,gen(F ) of X(F ) =
XG,G,Mb,K(F ) consisting of generic elements. Here (M, ξ, λ) ∈ X(F ) is
generic means that

(i) There is no algebraic subgroup G′ of G such that dim(G′) <
dim(G) and such that the exact ⊗-functor Rep(G) → MM(F ) ; V 7→
M(V ) comes from an exact ⊗-functor Rep(G′)→MM(F ).

Consider the following conditions (ii)–(iv). We have (iii) ⇒ (ii) ⇒
(i), and (iv) ⇒ (i). In (ii) and (iii), we consider the homomorphism
Gal(F̄ /F )→ G(Af

Q) induced by a representative λ̃ of λ.

(ii) The image of Gal(F̄ /F ) in G(Qp) is open for some prime number
p,
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(iii) The image of Gal(F̄ /F ) in G(Qp) is open for any prime number
p.

(iv) There is no algebraic subgroup G′ of G such that dim(G′) <
dim(G) and such that the exact ⊗-functor Rep(G) → QMHS ; V 7→
M(V )H comes from an exact ⊗-functor Rep(G′)→ QMHS.

By the philosophy of Mumford-Tate groups, we expect that these
(i)–(iv) are equivalent.

Lemma 1.3.14. Let M ∈ X(F ) = XG,G,Mb,K(F ) and assume
that the functor M : Rep(G) → MM(F ) is fully faithful. Then M ∈
Xgen(F ).

Proof. Let G′ be a linear subgroup of G and assume that Mb is
isomorphic to the composition Rep(G) → Rep(G′)

a→ MM(F ) for an
exact ⊗-functor a : Rep(G′)→MM(F0). We prove G′ = G.

Let P be the smallest full subcategory ofMM(F ) which contains the
image of a and which is stable under ⊗, ⊕, the dual, and subquotients.
Let P be the Tannakian group of P associated to the fiber functor P →
Modff (Q) : M 7→ MB . Then a induces a homomorphism P → G′, and
the composition P → G′ → G is faithfully flat because the corresponding
functor Mb : Rep(G) → P is fully faithful ([10], Proposition 2.20 (a)).
Hence G′ = G. Q.E.D.

1.3.15. We show that any point of XG,G,Mb,K(F ) comes from a
point of XG′,G′,M ′

b,K
′(F ) which is generic for some algebraic subgroup

G′ of G and for some G′, M ′
b, K ′.

Let (M1, ξ1, λ1) ∈ XG,G,Mb,K(F ). Let C be the smallest full sub-
category of MM(F ) which contains any subquotients of M1(V ) for any
V ∈ Rep(G). Let G′ be the Tannakian group of C with respect to the
fiber functor C → Modff (Q) ; M 7→ MB . Then C ' Rep(G′). Let
M ′

b be the composition Rep(G′) ' C ⊂→ MM(F ). Then the fiber func-
tor Rep(G′) → Modff (Q) ; V 7→ M ′

b(V )B coincides with the evident
fiber functor. Fix θ1 = θ of M1. The composition Rep(G)

M1→ C '
Rep(G′) → Modff (Q) is V 7→ M1(V )B , and by identifying this fiber
functor with the evident fiber functor Rep(G) → Modff (Q) by using
θ1, we obtain a homomorphism G′ → G which induces the composition
Rep(G)

M1→ C ' Rep(G′). This homomorphism G′ → G is a closed im-
mersion by the fact that any object of Rep(G′) ' C is isomorphic to a
subquotient of an object which comes from Rep(G), and by [10], Propo-
sition 2.20 (b). Let G′ = G ∩G′, and let K ′ = g1Kg−1

1 ∩ G′(Af
Q) where

g1 = (Af
Q⊗θ1)◦ λ̃ ∈ G(Af

Q). Consider the set X ′(F ) = XG′,G′,M ′
b,K

′(F ).
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We have a map

X ′(F )→ X(F ) := XG,G,Mb,K(F ) ; (M, ξ, λ) 7→ (M, ξ1 ◦ ξ, λ ◦ λ1)

which sends M ′
b ∈ X ′(F ) to (M1, ξ1, λ1) ∈ X(F ). By 1.3.14, M ′

b is
generic in X ′(F ).

1.4. Examples
We give some examples. In 1.4.4, we explain that X(C) and X(F )

in Part I can be regarded as special cases of X(C) and X(F ) of this
Part II, respectively. In 1.4.7, by using [22], we explain that a higher
Albanese manifold ([15]) is an example of X(C), and then in 1.4.8, we
give an arithmetic version of a higher Albanese manifold as an example
of X(F ).

1.4.1. Shimura variety.
Assume G is reductive. If Υ satisfies the conditions of Deligne [8]

to define a Shimura variety, XG,Υ,K(C) is the space of C-points of the
Shimura variety associated to (G,Υ) of level K ([8]).

IfΥ defines a Shimura variety of Hodge type ([29] Section 7), we have
a canonical map X ′(F )→ XG,Υ,K(F ), where X ′ is the Shimura variety
associated to (G,Υ) of level K ([8]) and X ′(F ) is the set of F -points of
X ′. This map is defined by sending a class of an abelian variety A to the
class of the motive H1(A) (X ′ is a moduli space of abelian varieties).
We expect that this map X ′(F )→ XG,Υ,K(F ) is bijective.

1.4.2. The period domain associated to a mixed Hodge structure
(this is the mixed Hodge version of the Mumford-Tate domain associated
to pure Hodge structures in [12]).

Let H0 be a Q-mixed Hodge structure and assume that a polariza-
tion pw : grWw H0 ⊗ grWw H0 → Q(−w) of grWw H0 is given for each w ∈ Z.

Let C be the smallest full subcategory of QMHS which contains
H0 and Q(−1) and is stable under ⊗, ⊕, the dual, and subquotients.
Let G be the Tannakian group of C associated to the fiber functor
H 7→ HQ ; C → Modff (Q). It is the linear algebraic group over Q
defined as the automorphism group of this fiber functor. Then this fiber
functor induces an equivalence of categories C '→ Rep(G). Let Hb be
the composite functor Rep(G)

'→ C ⊂→ QMHS.
Let Cred be the full subcategory of C consisting of objects which

belong to QHS. Then the Tannakian group of Cred associated to the fiber
functorH 7→ HQ is identified with Gred. The weight filtrations of objects
of Cred which uniquely split define a homomorphism w : Gm → Gred and
this homomorphism w satisfies the condition in 1.1.4.



24 Kazuya Kato

Let V0 = H0,Q with the action of G, and for w ∈ Z, let 〈 , 〉0,w :
grWw V0×grWw V0 → Q·(2πi)−w be the pairing induced by the polarization
pw. Let η : G→ Gm be the homomorphism defined by the action of G
on Q(−1)Q = Q · (2πi)−1. Then the conditions in 1.2.9 and 1.2.10 are
satisfied.

Let GΦ be the algebraic subgroup of AutQ(H0,Q,W )×Gm consist-
ing of all (g, t) such that 〈gx, gy〉0,w = tw〈x, y〉0,w for all x, y and w. Let
Υ (resp. ΥΦ) be the G(R) (resp. GΦ(R))-conjugacy class of the homo-
morphism SC/R → Gred,R (resp. SC/R → GΦ,red,R) associated to grWH0.
Then the representation G on H0,Q induces an injective homomorphism
G→ GΦ and induces an injective morphism D(G,Υ)→ D(GΦ,Υ).

For an algebraic normal subgroup G of G and for an open compact
subgroup K of G(Af

Q) satisfying the neat condition (1.2.11), we have the
complex analytic manifold XG,G,Hb,K(C).

1.4.3. Motive version of 1.4.2.
Let F0 ⊂ C be a number field, letM0 be a mixed motive over F0 with

Q-coefficients, and assume that a polarization pw : grWw M0 ⊗ grWw M0 →
Q(−w) of grWw M0 is given for each w ∈ Z.

Let C be the smallest full subcategory of MM(F0) which contains
M0 and Q(−1) and is stable under ⊗, ⊕, the dual, and subquotients.
Let G be the Tannakian group of C associated to the fiber functor M 7→
MB ; C → Modff (Q). Then this fiber functor induces an equivalence
of categories C '→ Rep(G). Let Mb be the composite functor Rep(G)

'→
C ⊂→MM(F0).

Let Cred be the full subcategory of C consisting of objects which are
direct sums of pure objects. Then the Tannakian group of Cred associated
to the fiber functor M 7→ MB is identified with Gred. The weight fil-
trations of objects of Cred which uniquely split define a homomorphism
w : Gm → Gred and this homomorphism w satisfies the condition in
1.1.4.

Let V0 = M0,B with the action of G, and for w ∈ Z, let 〈 , 〉0,w :
grWw V0×grWw V0 → Q·(2πi)−w be the pairing induced by the polarization
pw. Let η : G → Gm be the homomorphism defined by the action of
G on Q(−1)B = Q · (2πi)−1. Then the conditions in 1.2.9, 1.2.10, and
1.3.4 are satisfied.

For an algebraic normal subgroup G of G, for an open compact
subgroup K of G(Af

Q) satisfying the neat condition (1.2.11), and for a
finite extension F of F0 in C, we have the set XG,G,Mb,K(F ).

1.4.4. Relation to Part I.
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We show that the period domain X(C) and the set of motives X(F )
in Part I is regarded as an example of XG,Υ,K(C) and XG,Υ,K(F ) of this
Part II, respectively.

As in Section 2.2 of Part I, let Φ = ((h(w, r))w,r∈Z,H0,Q,W, (〈 , 〉0,w)w∈Z),
where h(w, r) ∈ Z≥0 satisfying h(w, r) = 0 for almost all (w, r) and
h(w, r) = h(w,w − r) for all w, r, H0,Q is a Q-vector space of di-
mension

∑
w,r h(w, r), W is an increasing filtration on H0,Q such that

dimQ(gr
W
w ) =

∑
r h(w, r) for all w, and 〈 , 〉0,w is a non-degenerate Q-

bilinear form grWw H0,Q × grWw H0,Q → Q · (2πi)−w for each w ∈ Z which
is symmetric if w is even and is anti-symmetric if w is odd.

As in Part I, Section 2.2, define the linear algebraic group G over Q
as

G = {(g, t) ∈ Aut(H0,Q,W )×Gm | 〈gx, gy〉0,w = tw〈x, y〉0,w
for any w ∈ Z, x, y ∈ grWw H0,Q}

As in Part I, Section 2.2, let D± be the set of decreasing filtrations fil
on H0,C such that either (grWw H0,Q, gr

W
w fil, 〈 , 〉0,w) is a polarized Hodge

structure of weight w for any w ∈ Z or (grWw H0,Q, gr
W
w fil, (−1)w〈 , 〉0,w)

is a polarized Hodge structure of weight w for any w. Let XΦ,K(C)
(resp. XΦ,K(F )) be X(C) (resp. X(F )) in Part I, Section 2.2.

Since G(R)Gu(C) acts transitively on D± (Part I, Section 2.2),
grWw fil (w ∈ Z) for fil ∈ D± give a Gred(R)-conjugacy class Υ of SC/R →
Gred,R.

We show

D± = D(G,Υ), XΦ,K(C) = XG,Υ,K(C), XΦ,K(F ) = XG,Υ,K(F ).

We have a canonical map D(G,Υ) → D± ; H 7→ H(H0,Q). Since
G(R)Gu(C) acts on D(G,Υ) and D± transitively and since this map is
compatible with these actions, this map is surjective. The injectivity
follows from the fact that G → Aut(H0,Q) ×Gm is injective and from
1.2.20.

Hence the space XΦ,K(C) = G(Q)\(D± × (G(Af
Q)/K)) is identified

with XG,Υ,K(C) = G(Q)\(D(G,Υ)× (G(Af
Q)/K)).

We have a canonical map

XG,Υ,K(F )→ XΦ,K(F ) ; class(M,λ) 7→ class(M ′, λ1, θ1, λ2, θ2)

where M ′ = M(H0,Q). λ1 = λ̃H0,Q . θ1 = θH0,Q . λ2 = θ ◦ λ̃. θ2 = 1. The
converse map

XΦ,K(F )→ XG,Υ,K(F ) ; class(M,λ1, λ2, θ1, θ2) 7→ (M̃, λ)
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is defined as follows. Let C be the smallest full subcategory of MM(F )
which contains M and Q(−1) and which is stable under ⊗, ⊕, the dual,
and subquotients, and let G′ be the Tannakian group of C with respect
to the fiber functor (−)B . Then C ' Rep(G′). We have a canonical
injective homomorphism G′ → G. Let M̃ be the composite functor
Rep(G) → Rep(G′) ' C ⊂ MM(F ). Then for V ∈ Rep(G), M̃(V )B is
identified with V . We define λ by λ̃ = (θ1λ1, θ2λ2) ∈ G(Af

Q).

1.4.5. Mixed Hodge structures with fixed pure graded quotients.
Let Φ, G, D±, and Υ be as in 1.4.4. Fix H0 ∈ D± and assume that

H0 is endowed with a Z-structure H0,Z ⊂ H0,Q. Let

G := Gu = Ker(G→ Aut(grWH0,Q)×Gm)

and let

K = {g ∈ AutẐ(Ẑ⊗Z H0,Z,W ) | grW (g) = 1} ⊂ G(Af
Q).

Let Hb := H0 ∈ D(G,Υ) = D±.
As a subset of D(G,Υ), D(G,G,Hb) is identified with the set of

decreasing filtrations fil on H0,C such that grWfil = grWH0,C. This
induces a bijection between XG,G,Hb,K(C) and the set of all isomorphism
classes of a ZMHS H such that grWH = grWH0.

1.4.6. Mixed motives with fixed pure graded quotients.
Let F0 ⊂ C be a number field, and let M0 be a mixed motive over F0

with Q-coefficients and with a polarization pw on grWw M0 for each w ∈ Z.
Assume M0 is endowed with a structure of a mixed motive with Z-
coefficients, that is, a Z-structure M0,B,Z of M0,B such that Ẑ⊗ZM0,B,Z
is stable in Met = Ẑ⊗Z M0,B under the action of Gal(F̄0/F0). We show
that as an example of X(F ), we have the set of isomorphism classes of
mixed motives M over F with Z-coefficients such that grWM = grWM0.

LetH0 be the Hodge realization ofM0, and consider Φ andD± 3 H0

associated to H0 (1.4.4). Let G, G = Gu and K be as in 1.4.5. We
have Mb : Rep(G) → MM(F0) as follows. Let C be the smallest full
subcategory of MM(F0) which contains M0 and Q(−1) and is stable
under⊗, ⊕, the dual, and subquotients. LetGM be the Tannakian group
of C associated to the fiber functor M 7→ MB ; C → Modff (Q). Then
the action of GM on M0,B = H0,Q induces a homomorphism GM → G.
Let Mb be the composite functor Rep(G)→ Rep(GM ) ' C ⊂→MM(F0).

Then XG,G,Mb,K(F ) is identified with the set E of isomorphism
classes of mixed motivesM over F with Z-coefficients such that grWM =
grWM0. In fact, the mapXG,G,Mb,K(F )→ E is given byM 7→M(H0,Q).
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The converse map E → XG,G,Mb,K(F ) ; M 7→ (M̃, ξ, λ) is obtained as
follows. Let C′ be the smallest full subcategory of MM(F ) which con-
tains M and Q(−1) and which is stable under ⊗, ⊕, the dual, and
subquotients. Let G′ be the Tannakian group of C′ with respect to
the fiber functor M ′ 7→ M ′

B . Choose an isomorphism of Z-modules
MB,Z ∼= M0,B,Z = H0,Z which is compatible with the weight filtrations
and which induces the identity map on grW . Then the induced action of
G′ on H0,Q induces a homomorphism G′ → G. We have the composite
functor M̃ : Rep(G) → Rep(G′) ' C′ ⊂ MM(F ). The identification
grWM = grWM0 gives ξ and the isomorphism MB,Z ∼= M0,B,Z = H0,Z
gives λ.

1.4.7. Higher Albanese manifolds.
Here by using [22], we show that the higher Albanese manifold of

Hain [15] is regarded as an example of X(C). We also correct a mistake
in [22].

Let Z be a connected smooth quasi-projective algebraic variety over
C. Fix b ∈ Z. Let J be the augmentation ideal Ker(Q[π1(Z, b)]→ Q) of
the group ring Q[π1(Z, b)]. Fix n ≥ 0, and let Γ = Γn be the image of
π1(X, b)→ Q[π1(Z, b)]/J

n+1. Then Γ is a finitely generated torsion-free
nilpotent group.

Let G be the unipotent algebraic group over Q whose Lie algebra is
defined as follows. Let I be the augmentation ideal Ker(Q[Γ] → Q) of
Q[Γ]. Then Lie(G) is the Q-subspace of Q[Γ]∧ := lim←−r

Q[Γ]/Ir generated
by all log(γ) (γ ∈ Γ).

We have

Lie(G) = {h ∈ Q[Γ]∧ | ∆(h) = h⊗ 1 + 1⊗ h},

G(R) = {g ∈ (R[Γ]∧)× | ∆(g) = g ⊗ g}

for any commutative ring R over Q, where ∆ : R[Γ]∧ → R[Γ × Γ]∧ is
the ring homomorphism induced by the ring homomorphism R[Γ] →
R[Γ × Γ] ; γ 7→ γ ⊗ γ (γ ∈ Γ). The Lie product of Lie(G) is defined by
[x, y] = xy − yx. We have Γ ⊂ G(Q).

By the work [16] of Hain-Zucker, Lie(G) is regarded as a polarizable
mixed Q-Hodge structure. The Lie product Lie(G)⊗Lie(G)→ Lie(G) is
a homomorphism of mixed Hodge structures.

The n-th higher Albanese manifold AlbZ,n(C) of Z is as follows.
Let fil0G(C) be the algebraic subgroup of G(C) over C corresponding to
the Lie subalgebra fil0Lie(G)C (fil0 here denotes the Hodge filtration) of
Lie(G)C. Then

AlbZ,n(C) := Γ\G(C)/fil0G(C).
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This is a complex analytic manifold but usually it is not an algebraic
variety.

In [22], we took as Γ any quotient group of π1(Z, b) which is nilpotent
and torsion-free (we did not assume Γ = Γn). This was a mistake because
for such general Γ, the Lie algebra Lie(G) need not have a mixed Hodge
structure. The authors of [22] correct this mistake by adding in 5.1.1
of [22] the assumption that Lie(G) has a mixed Hodge structure which
is a quotient of the case Γ = Γn for some n. With this correction, all
arguments and results of [22] work. (This correction will be written also
in the joint paper [21] Part V.)

By the work [22], the higher Albanese manifold AlbZ,n(C) is inter-
preted as an example of X(C) as follows.

Let C be a full subcategory of QMHS which contains the mixed
Hodge structures Lie(G) and Q(−1), which is stable under ⊗, ⊕, the
dual, and subquotients, and which is of finite type as a Tannakian cat-
egory.

We define categories CZ and C′Z .
Let CZ be the category of variations of mixed Q-Hodge structure H

on Z satisfying the following conditions (i)–(iv).

(i) All graded quotients grWw H for the weight filtration are constant
mixed Hodge strutures.

(ii) The monodromy actions of π1(Z, b) on the fiber HQ,b at b factors
through the projection π1(Z, b)→ Γ.

(iii) The fiber H(b) of H at b belongs to C.
(iv) H is good at the boundary of Z in the sense of [16].
Let C′Z be the category of h ∈ C which is endowed with a morphism

Lie(G)⊗ h→ h in QMHS which is a Lie action of Lie(G) on h.
By [16], we have an equivalence of categories

CZ
'→ C′Z

which sends H ∈ CZ to the fiber H(b) of H at b with the action of Lie(G)
induced by the monodromy action of Γ on HQ,b.

Let QC be the Tannakian group of C associated to the fiber functor
C → Modff (Q) ; H 7→ HQ. By the mixed Q-Hodge structure on Lie(G),
we have an action ofQC on the Lie algebra Lie(G). This induces an action
of QC on the algebraic group G. Let GC be the semi-direct product of G
and QC in which G is a normal subgroup of GC and in which the inner-
automorphism action of QC on G is the action which we just defined.
Then we have equivalences of categories

C ' Rep(QC), C′Z ' Rep(GC),
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where the second equivalence is because a linear representation of G
and a representation of the Lie algebra Lie(G) are equivalent. The
functor Rep(QC) → Rep(GC) induced by GC → QC corresponds to
the functor C → C′Z to give the trivial action of Lie(G). The functor
Rep(GC) → Rep(QC) induced by the inclusion map QC → GC cor-
responds to the functor C′Z → C to forget the action of Lie(G). Let
Hb : Rep(GC) → QMHS be the composition Rep(GC) → Rep(QC) '
C ⊂→ QMHS. Then the action of G(C) on D = D(GC ,G,Hb) is transitive
and fil0G(C) coincides with the isotropy group of class(Hb) ∈ D in G(C).
Hence we have D ∼= G(C)/fil0G(C).

Let K be the profinite completion of Γ, which is naturally regarded
as an open compact subgroup of G(Af

Q). Then G(Q)/Γ
∼=→ G(Af

Q)/K.
Hence

XGC,G,Hb,K(C) = G(Q)\(D × (G(Af
Q)/K)) = G(Q)\(D × (G(Q)/Γ))

= Γ\D = AlbZ,n(C).

By this, AlbZ,n(C) is identified with XGC,G,Hb,K(C).
The higher Albanese map Z(C)→ AlbZ,n(C) of Hain is interpreted

as follows. Let XZ,C(C) be the set of isomorphism classes of triples
(H, ξ, λ), where H is an exact ⊗-functor CZ → QMHS, ξ is an isomor-
phism of ⊗-functors from QMHS to QMHS

(h 7→ H(hZ))
∼=→ (h 7→ h),

where hZ denotes the constant varitation of mixed Q-Hodge structure
on Z associated to h, and λ is a mod Γ class of an isomorphism of
⊗-functors from CZ to Modff (Q)

(H 7→ H(b)Q)
∼=→ (H 7→ H(H)Q) preserving the weight filtrations

such that the mod K class of the isomorphism of ⊗-functors from QMHS
to Modff (Q)

(h 7→ hQ)
∼=→ (h 7→ H(hZ)Q)

induced by ξ−1 coincides with that induced by λ.
The commutative diagram of categories

C = C ' Rep(Q)
↓ ↓ ↓
CZ

'→ C′Z ' Rep(GC),
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where the vertical arrows are the pullback functors, induces a bijection

XGC,G,Hb,K(C)
∼=→ XZ,C(C).

The higher Albanese map Z(C)→ AlbZ,n(C) of Hain is interpreted
as the map Z(C)→ XZ,C(C), which sends s ∈ Z to roughly speaking, the
functor to take the fiber at s. Precisely speaking, it sends s to the class
of (H, ξ, λ), where H is the exact ⊗-functor CZ → QMHS ; H 7→ H(s),
ξ is the evident identification h(s) = h (h ∈ QMHS), and λ is the mod
Γ class of H(s)Q ∼= H(b)Q of the local system HQ.

1.4.8. Motive version of 1.4.7.
We consider the arithmetic version of the higher Albanese manifold,

which is obtained as X(F ) and relate it to the Selmer variety of Kim
[25] which is also an arithmetic version of a higher Albanese manifold.

Let F0 ⊂ C be a number field and let Z be a geometrically connected
smooth quasi-projective algebraic variety over F0. Assume we are given
b ∈ Z(F0). Let n ≥ 0, and define G and K as in 1.4.7 by taking Z(C)
as Z in 1.4.7.

By Deligne-Goncharov [9], 3.12, we have a mixed motive Lie(G)mot
with Q-coefficients over F0 whose Hodge realization is the mixed Hodge
structure Lie(G) in 1.4.7. We have a morphism Lie(G)mot⊗Lie(G)mot →
Lie(G)mot of MM(F0) which induces the Lie product Lie(G)⊗Lie(G)→
Lie(G).

We define a set AlbZ,n(F ) for a finite extension F of F0 in C.
Let C be a full subcategory of MM(F0), which contains Lie(G)mot

and Q(−1) and which is stable under ⊗, ⊕, the dual, and subquotients,
and which is of finite type as a Tannakian category.

Let QC be the Tannakian group of C with respect to the fiber functor
C → Modff (Q) ; M 7→ MB . Then C ' Rep(QC). Since Lie(G)mot ∈ C,
QC acts on Lie(G)mot,B = Lie(G) preserving the Lie product. Hence
Q acts on the algebraic group G. Let GC be the semi-direct product
of G and QC in which G is a normal subgroup and in which the inner-
automorphism action of QC on G is the one just defined. Let Mb :

Rep(GC) → MM(F0) be the composition Rep(GC) → Rep(QC) ' C
⊂→

MM(F0). Define

AlbZ,n,C(F ) := XGC,G,Mb,K(F ).

We have a canonical map AlbZ,n,C(F ) → AlbZ,n(C) defined as fol-
lows. Let C′ be the Tannakian subcategory of QMHS generated by
Hodge realizations of objects of C. Let GC′ ⊃ G be the GC′ in 1.4.7
associated to C′. Then we have a canonical homomorphism GC′ →
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GC which induces the identity map of G. Denote by Hb the functor
Rep(GC) → QMHS induced by Mb, and denote by H ′

b the canoni-
cal functor Rep(GC′) → QMHS. Then we can show that the canoni-
cal map XGC′ ,G,H′

b,K
(C) → XGC,G,Hb,K(C) is an isomorphism. Hence

we have a map AlbZ,n,C(F ) = XGC,G,Mb,K(F ) → XGC,G,Hb,K(C) ∼=
XGC′ ,G,H′

b,K
(C) = AlbZ,n(C).

We have a canonical map from AlbZ,n,C(F ) to the Selmer variety of
M. Kim by 1.3.10 (2).

The author can not show that AlbZ,n,C(F ) is independent of C. We
define AlbZ,n(F ) as the inverse limit of AlbZ,n,C(F ) for all C.

Concerning the higher Albanese map from Z(F ), we may define the
motive version of CZ of 1.4.7 and a motive version XZ,C(F ) of XZ,C(C) of
1.4.7 and define a map Z(F )→ XZ,C(F ) as in 1.4.7. But the author can
not show that the canonical map AlbZ,n,C(F ) → XZ,C(F ) is bijective.
We do not discuss these points in this paper.

§2. Curvature forms and Hodge theory

2.1. Reviews on curvature forms of line bundles
2.1.1. Let Y be a complex analytic manifold and let L be a line

bundle on Y . A metric | |L on L is said to be C∞ if |e|L is a C∞

function for a local basis e of L. A C∞ metric on L exists if Y is
paracompact.

2.1.2. Let Y be as in 2.1.1 and let L be a line bundle on Y endowed
with a C∞ metric | |L. Then the curvature form κ(L) of L is a C∞

(1, 1)-form on Y defined by

κ(L) = κ(L, | |L) := ∂∂̄ log(|e|2L) = ∂∂̄ log((e, e)L)

where e is a local basis of L and ( , )L is the Hermitian form on L corre-
sponding to | |L. (Recall that if Y is n-dimensional and (zj)1≤j≤n is a lo-
cal coordinate of Y , for a C∞ function g on Y , ∂∂̄g =

∑
j,k(

∂
∂zj

∂
∂z̄k

g)dzj∧
dz̄k.)

This κ(L) does not depend on the local choice of a basis e and hence
defined globally.

2.1.3. Let Y and L be as in 2.1.2 and assume that Y is a connected
compact Riemann surface. Then the theory of Chern forms and Chern
classes shows

1

2πi

∫
Y

κ(L) = deg(L).

2.1.4. Let Y be as in 2.1.1 and let TY be the tangent bundle of Y .



32 Kazuya Kato

Then there is a canonical one-to-one correspondence between C∞

Hermitian forms on TY and purely imaginary C∞ (1, 1)-forms on Y
(C∞ (1, 1)-forms ω such that ω̄ = −ω). Using a local coordinate (zj)j
of Y , a (1, 1)-form

∑
1≤j,k≤n fj,kdz̄k ∧ dzj with C∞ functions fj,k is

purely imaginary if and only if f̄j,k = fk,j . If it is purely imaginary, it
corresponds to the Hermitian form (∂/∂zj , ∂/∂zk) 7→ fj,k on TY .

The curvature form κ(L) of a line bundle L on Y with a C∞ metric
is a purely imaginary C∞ (1, 1)-form and hence corresponds to a C∞

Hermitiain form on TY . Locally, this Hermitian form is given as

(
∂

∂zj
,

∂

∂zk
) 7→ − ∂

∂zj

∂

∂z̄k
log((e, e)L) = −

∂

∂z̄k

∂

∂zj
log((e, e)L).

We say κ(L) is positive definite if the corresponding Hermitian form
on TY is positive definite. By a theorem of Kodaira, a line bundle L on
Y is ample if and only if L has a C∞ metric whose curvature form κ(L)
is positive definite.

Example. For Y = P1(C), the ample line bundle L = OY (∞) has
the C∞ metric such that |1|L = (1 + zz̄)−1/2 where z is the canonical
coordinate of C ⊂ P1(C). Its curvature form κ(L) = (1 + zz̄)−2dz̄ ∧ dz
and the associated Hermitian form (∂/∂z, ∂/∂z) 7→ (1 + zz̄)−2 on TY is
positive definite.

2.2. Review on the result of Griffiths on curvature forms
2.2.1. Let Y be a complex analytic manifold. Let H be a variation

of polarized Q-Hodge structure of weight w on Y . Let r ∈ Z, and
consider the line bundle det(filrHO) with the Hodge metric. (Here fil
is the Hodge filtration.) The result of Griffiths on the curvature form
κ(det(filrHO)) is as follows.

Let r ∈ Z. We have a homomorphism

hr : TY → HomOY
(grrHO, gr

r−1HO)

which sends α ∈ TY to the composition grrHO
∇→ grr−1HO ⊗OY

Ω1
Y

α→
grr−1HO. Here grr = filr/filr+1, the first arrow is induced by the con-
nection HO = OY ⊗Q HQ → HO ⊗OY

Ω1
Y = Ω1

Y ⊗Q HQ which kills HQ,
and the second arrow is by the duality between TY and Ω1

Y .

Theorem (Griffiths ([14])): The Hermitian form κ(det(filrHO)) on
TY is described as (α, β) 7→ (hr(α), hr(β)) where the last ( , ) denotes
the Hodge metric of (grrHO)

∗ ⊗ grr−1HO.
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2.2.2. As is explained in Part I, 2.4.3, the curvature form
κ(det(filrHO)) is independent of the polarization. This can be seen also
as follows.

Let
AR,Y (resp. AC,Y )

be the sheaf of R (resp. C) valued C∞ functions on Y .
Let λr be the composition of the bijections

AC,Y ⊗OY
grrHO ∼= (AC,Y ⊗OY

HO)
r,w−r

→ (AC,Y ⊗OY
HO)

w−r,r ∼= AC,Y ⊗OY
grw−rHO

where (−)p,q denotes the (p, q)-Hodge component and the middle bijec-
tion is induced by the complex conjugation AC,Y ⊗Q HQ → AC,Y ⊗Q
HQ ; a⊗ b 7→ ā⊗ b.

Let

h∗
r : TY → AC,Y ⊗OY

HomOY
(grr−1HO, gr

rHO)

be the map which sends α ∈ TY to the following composite map:

AC,Y ⊗OY
grr−1HO

λr−1→ AC,Y ⊗OY
grw−r+1HO

hw−r+1(α)−→ AC,Y ⊗OY
grw−rHO

λw−r→ AC,Y ⊗O grrHO.

Then
(hr(α), hr(β)) = 〈hr(α), h

∗
r(β)〉

where 〈 , 〉 denotes the duality (grrHO)
∗ ⊗ grr−1HO × (grr−1HO)

∗ ⊗
grrHO → OY . The right hand side of this equation is defined without
using the polarization.

2.2.3. Consider the period domain X(C) = XG,G,Hb,K(C) with G
reductive.

Let HX(C) be universal object on X(C), let V ∈ Rep(G), and let r ∈
Z. Consider the restriction κ(det(filrHX(C)(V )O))hor to TX(C),hor of the
curvature form κ(det(filrHX(C)(V )O)) of the line bundle det(filrHX(C)(V )O)

with the Hodge metric of a polarization (1.2.21) (the curvature form is
independent of the choice of the polarization). Recall that HX(C)(V )
need not be a variation of Hodge structure (it need not satisfy the
Griffiths transversality). Recall that TX(C),hor = gr−1HX(C)(Lie(G))O.
The action of G on V induces a Lie action Lie(G) ⊗ V → V of Lie(G)
and hence a homomorphism gr−1HX(C)(Lie(G))O ⊗ grrHX(C)(V )O →
grr−1HX(C)(V )O. Let

hr : TX(C),hor = gr−1HX(C)(Lie(G))O → (grrHX(C)(V )O)∗ ⊗ grr−1HX(C)(V )O
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be the induced homomorphism. Just as in 2.2.2, we have a homomor-
phism

h∗
r : TX(C),hor → AC,X(C) ⊗OX(C) (gr

r−1HX(C)(V )O)
∗ ⊗ grrHX(C)(V )O

.
Theorem 2.2.3.1. The Hermitian form κ(det(filrHX(C)(V )O))hor

on TX(C),hor coincides with (α, β) 7→ (hr(α), hr(β)) = 〈hr(α), h
∗
r(β)〉

where the second ( , ) is the Hodge metric of (grrHX(C)(V )O)
∗ ⊗

grr−1HX(C)(V )O and 〈 , 〉 is the paring

(grrHX(C)(V )O)∗⊗grr−1HX(C)(V )O×(grr−1HX(C)(V )O)∗⊗grrHX(C)(V )O → OX(C)

.

This is proved in the same way as the theorem of Griffiths (2.2.1),
and is also reduced to that theorem by the following fact. For any
x ∈ X(C) and v ∈ Tx,X(C),hor, there are a one-dimensional complex
analytic space Y , y ∈ Y , and a horizontal morphism f : Y → X(C) such
that f(y) = x and v is in the image of Ty,Y → Tx,X(C),hor.

2.2.4. The pullback of κ(det(filrHX(C)(V )O))hor to TD(G,G,Hb),hor is
invariant under the action of G(R). Recall that by our assumption G is
reductive, D(G,G,Hb) is a finite disjoint union of G(R)-orbits (1.1.21).

2.3. X(C) is like a hyperbolic space in the case G is reduc-
tive

2.3.1. A complex analytic manifold Y is said to be Brody hyperbolic
if any morphism C→ Y from the complex plane C is a constant map. If
Y is hyperbolic in the sense of Kobayashi, then Y is Brody hyperbolic.
The converse is true in the case Y is compact ([4]).

Kobayashi conjectures ([26] page 370) that if Y is a compact hyper-
bolic complex manifold, the line bundle det(Ω1

Y ) (the canonical bundle)
of Y is ample. The author thinks that the experts believe the following
non-compact version of this conjecture is true:

Conjecture 2.3.1.1. If Y is Brody hyperbolic and if Y = Ȳ rD for
a compact complex manifold Ȳ and for a normal crossing divisor D on
Y , then the line bundle det(Ω1

Ȳ
(logD)) (the log canonical bundle) on Ȳ

is ample.
The result 2.3.4 below shows that in the case G is reductive, the pe-

riod domains Y = D(G,G,Hb) and Y = XG,G,Hb,K(C) are “like Brody
hyperbolic”, which means that any horizontal morphisms from C to
Y are constant (notice that the condition “horizontal” is put on mor-
phisms). This is reduced to the case Y is the classical period domain
of Griffiths [13] classifying polarized Hodge structures, and the author
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believes that this case of 2.3.4 is well known to the experts. Another
result 2.3.3, which is deduced from 2.2.3.1, shows that if G is reduc-
tive, XG,G,Hb,K(C) satisfies something like the ampleness condition in
the above Conjecture 2.3.1.1 (see 3.8.14).

2.3.2. Let κX(C),♠ = κ(det(Ω1
X(C)))hor be the Hermitian form on

TX(C),hor with respect to the Hodge metric defined by the identification
Ω1

X(C) as the dual of HX(C)(Lie(G))O/fil0 and by polarizations (1.2.21)
on grWw HX(C)(Lie(G)) for w ∈ Z. Here the curvature form is independent
of the choices of polarizations (2.2.2).

This κX(C),♠ is regarded as an Hermitian form on the quotient
TXred(C),hor of TX(C),hor.

Theorem 2.3.3. Assume G is reductive. Then κX(C),♠ is positive
definite as an Hermitian form on TX(C),hor.

Proof. We have

κ(det(Ω1
X(C))) = −κ(det(HX(C)(Lie(G))O/fil0))

= κ(det(fil0HX(C)(Lie(G))O))− κ(det(HX(C)(Lie(G))O))

and κ(det(HX(C)(Lie(G))O)) = κ(OX(C)⊗Q detQ(HX(C)(Lie(G))Q)) = 0.
Hence

κ(det(Ω1
X(C)))hor = κ(det(fil0HX(C)(Lie(G))O))hor.

By Theorem 2.2.3.1, the Hermitian form κ(det(fil0HX(C)(Lie(G))O))hor
on TX(C),hor = gr−1HX(C)(Lie(G))O is the pullback of a positive definite
Hermitian form on Hom(gr0HX(C)(Lie(G))O, gr−1HX(C)(Lie(G))O) by
the map

gr−1HX(C)(Lie(G))O→Hom(gr0HX(C)(Lie(G))O, gr−1HX(C)(Lie(G))O).

Hence it is sufficient to prove that the last map is injective. Since G is
reductive, there is an isomorphism of Lie algebras Lie(G) ∼= Lie(G) ×
Lie(Q) which is compatible with the inclusion map Lie(G) → Lie(G).
Hence it is sufficient to prove that the map

gr−1HX(C)(Lie(G))O→Hom(gr0HX(C)(Lie(G))O, gr
−1HX(C)(Lie(G))O)

is injective. Let SC/R → GR be a homomorphism associated to H, let
h : C = Lie(SC/R) → Lie(G)R be the induced homomorphism of Lie al-
gebras, and consider h(i) ∈ Lie(G)R. We have Lie(G)R = ⊕r∈ZLie(G)

(r)
R
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where Lie(G)
(r)
R = {x ∈ Lie(G)R | [h(i), x] = rx}. It is sufficient to prove

that

Lie(G)
(−1)
R → HomR(Lie(G)

(0)
R ,Lie(G)

(−1)
R ) ; x 7→ (y 7→ [x, y])

is injective. But this is seen by h(i) ∈ Lie(G)
(0)
R and by the fact any

x ∈ Lie(G)
(−1)
R satisfies [x, h(i)] = x. Q.E.D.

Proposition 2.3.4. Assume G is reductive. Then any horizontal
holomorphic map f : C→ X(C) is a constant map.

Proof. By Schmid nilpotent orbit theorem [33], f gives a nilpotent
orbit at ∞ ∈ P1(C) ⊃ C. But since π1(C) = {1}, this nilpotent orbit
has no local monodromy and hence no degeneration. Hence f extends to
a horizontal morphism f : P1(C)→ X(C). But as is well known, a vari-
ation of pure Hodge structure H on P1(C) is constant. (This is proved
by using the fact that for any r ∈ Z, deg(filrHO) ≥ 0 (a consequence of
the theorem of Griffiths in 2.2.1) and hence dim(H0(P1(C),filrHO)) ≥
rank(filrHO) by Riemann-Roch.) Hence f is constant. Q.E.D.

2.4. Height pairings in Hodge theory and curvature forms
2.4.1. Let Y be a complex analytic manifold. Assume we are given

a variation of Z-Hodge structure H0 of weight −1 on Y and variations
of mixed Z-Hodge structure H1 and H2 on Y with exact sequences

(i) 0→ H0 → H1 → Z→ 0 and (ii) 0→ H∗
0(1)→ H2 → Z→ 0

where H∗
0 denotes the Z-dual of H0. Note that the exact sequence (ii)

corresponds to an exact sequence (iii) 0→ Z(1)→ H∗
2(1)→ H0 → 0.

Then we have a line bundle on Y with a C∞ metric as follows (see
for example [5]).

Locally on Y , we have a variation H of mixed Hodge structure on Y
which satisfies grW−1H = H0, H/W−2H = H1 (with the exact sequence
(i)), W−1H = H∗

2(1) (with the exact sequence (iii)).
The isomorphism classes of such H form a Gm-torsor on Y (defined

globally on Y ). The action of Gm is as follows. A local section s of Gm

sends the class of H to the Baer sum of the following two extensions of
H1 by Z(1). One is H, and the other is the extension of H1 by Z(1)
which is obtained from the extension of Z by Z(1) corresponding to s
and from the projection H1 → Z.

Hence we obtain a line bundle L(H1,H2) on Y associated to this
Gm-torsor. This line bundle has the C∞ metric class(H) 7→ |H| charac-
terized by the property that locally there is a lifting v of 1 ∈ grW0 HR in
AR,Y ⊗RHR such that v+log(|H|) ∈ AC,Y ⊗OY

fil0HO in AC,Y ⊗OY
HO =
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AC,Y ⊗R HR. Here log(|H|) ∈ AR,Y is regarded as a local section of
AC,Y ⊗R W−2HR via the isomorphism AC,Y ∼= AC,Y ⊗R W−2HO which
is induced by Z · 2πi ∼= W−2HZ. (Hence log(|H|) is regarded as a local
section of i ·AR,Y ⊗R W−2HR. )

In this Section 2.4, we compute the curvature form of L(H1,H2).
As in [5], this line bundle L(H1,H2) with metric is related to the

theory of height pairing (cf. 3.4.5).

2.4.2. (1) We have OY -homomorphisms

hH1
: TY → AC,Y ⊗OY

gr−1H0,O, hH2
: TY → AC,Y ⊗OY

gr−1H∗
0(1)O

defined as follows. For α ∈ TY , consider the composition gr0H1,O
∇→

gr−1H1,O⊗OY
Ω1

Y
α→ gr−1H1,O = gr−1H0,O. Define hH1

(α) as the image
of 1 ∈ R under R → AC,Y ⊗OY

gr0H1,O
α→ AC,Y ⊗OY

gr−1H0,O where
the first arrow is induced by the inverse of the isomorphism AC,Y ⊗OY

fil0H1,O∩AR,Y ⊗RH1,R
∼=→ AR,Y ⊗Rgr

W
0 H1,R. We define hH2

by replacing
0→ H0 → H1 → Z→ 0 by 0→ H∗

0(1)→ H2 → Z→ 0 in the definition
of hH1 .

(2) We define

h∗
H1

: TY → AC,Y ⊗OY
gr0H0,O, h∗

H2
: TY → AC,Y ⊗OY

gr0H∗
0(1)O

by h∗
Hi

= λ−1 ◦ hHi (i = 1, 2), where λ−1 in this definition of h∗
H1

(resp.
h∗
H2

) is the map in 2.2.2 for H0 (resp. H∗
0(1)).

Theorem 2.4.3. The Hermitian form κ(L(H1,H2)) on TY coin-
cides with

(α, β) 7→ −〈hH1(α), h
∗
H2

(β)〉+ 〈h∗
H1

(β), hH2(α)〉,

where the pairing 〈 〉 is defined by the canonical pairing AC,Y ⊗OY
H0,O×

AC,Y ⊗OY
H∗

0(1)O → AC,Y .

2.4.4. The proof of 2.4.3 is the reduction to the case of a period
domain.

Fix a free Z-module H0,Z of finite rank, and let H1,Z = Ze1 ⊕H0,Z
and H2,Z = Ze2 ⊕ H∗

0,Z(1) be free Z-modules of rank rankZ(H0,Z) + 1.
Here H∗

0,Z(1) = HomZ(H0,Z,Z · 2πi). Define an increasing filtrations on
H1,Q = Q⊗Z H1,Z and on H2,Q = Q⊗Z H2,Z by

W−2 = 0 ⊂W−1 = H0,Q ⊂W0 = H1,Q,

W−2 = 0 ⊂W−1 = H∗
0,Q(1) ⊂W0 = H2,Q.
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Fix integers h(r) ∈ Z≥0 for r ∈ Z such that
∑

r h(r) = dimQ H0,Q and
h(−1−r) = h(r) for all r. LetD be the set of all pairs (fil(1),fil(2)), where
fil(i) is a decreasing filtration on Hi,C satisfying the following conditions
(i)–(iii).

(i) The restriction of fil(2) to H∗
0,Z(1)C coincides with the filtration

induced by the restriction of fil(1) to H0,C.
(ii) For i = 1, 2, (Hi,Z,W,fil(i)) is a mixed Hodge structures.
(iii) dimgrrW−1fil(i) = h(r) for all r (i = 1, 2).
ThenD is naturally regarded as a complex analytic manifold. OnD,

we have the universal objects H0,D, H1,D, H2,D of QMHS(D) (1.1.16)
(but these need not belong to QVMHS(D) (1.2.25)) with exact sequences
0 → H0,D → H1,D → Z → 0 and 0 → H∗

0,D(1) → H2,D → Z → 0. By
the method of 2.4.1, we have a line bundle L(H1,D,H2,D) on D with a
C∞ metric.

The tangent bundle of D is identified with E/fil0, where E is a
part of EndOD

(H1,D,O,W ) × EndOD
(H2,D,O,W ) consisting of all pairs

(a, b) such that the restriction of a to H0,D,O and the restriction of b to
H∗

0,D(1)O are induced from the other, and fil is the Hodge filtration.
The horizontal tangent bundle TD,hor of D is defined to be fil−1/fil0

of E .
Let κ(L(H1,D,H2,D)) be the curvature form of the metric of

L(H1,D,H2,D) and let κ(L(H1,D,H2,D))hor be its restriction to TD,hor.
By the method of 2.4.2, we have

hH1,D
: TD,hor → AC,D ⊗OY

gr−1H0,D,O,

hH2,D
: TD,hor → AC,D ⊗OD

gr−1H∗
0,D(1)O,

h∗
H1,D

: TD,hor → AC,D ⊗OY
gr0H0,D,O,

h∗
H2,D

: TD,hor → AC,D ⊗OD
gr0H∗

0,D(1)O.

Proposition 2.4.5. The Hermitian form κ(L(H1,D,H2,D))hor on
TD,hor coincides with

(α, β) 7→ −〈hH1,D
(α), h∗

H2,D
(β)〉+ 〈h∗

H1,D
(β), hH2,D

(α)〉.

2.4.6. Theorem 2.4.3 is reduced to 2.4.5 as follows. We may assume
that Y is connected. Take b ∈ Y and define the above period domain
D by taking the stalks Hi,Z,b at b as Hi,Z (i = 0, 1, 2) and by taking
the Hodge numbers of H0 as h(r). Then we have the horizontal mor-
phism Ỹ → D (the period map) from the universal covering Ỹ of Y to
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D associated to (H0,H1,H2), and the pullback of κ(L(H1,H2)) on Ỹ
coincides with the pullback of κ(L(H1,D,H2,D))hor. Hence 2.4.3 follows
from 2.4.5.

2.4.7. The proof of 2.4.5 occupies 2.4.7–2.4.18. For the proof of
2.4.5, we use several period domains related to D.

We first define the period domain D̃ and describe the Gm-torsor on
D associated to L(H1,D,H2,D) explicitly. Let H0,Z be as in 2.4.4 and
consider a free Z-module HZ := Ze⊕H0,Z⊕Ze′ of rank rankZ(H0,Z)+2.
Define the increasing filtration W on HQ = Q⊗Z H0,Z by

W−3 = 0 ⊂W−2 = Qe′ ⊂W−1 = H0,Q ⊕Qe′ ⊂W0 = H0,Q.

Let D̃ be the set of all decreasing filtrations ϕ onHC = C⊗ZHZ such that
(HZ,W, ϕ) is a mixed Hodge structure and such that dimgrrgrW−1ϕ =

h(r) for all r. Then D̃ is naturally regarded as a complex analytic
manifold.

We have a surjective morphism

D̃ → D ; ϕ 7→ (fil(1),fil(2)).

Here fil(1) is the filtration induced onHC/W−2HC by ϕ where we identify
e with e1 and fil(2) is the filtration induced by ϕ by identifying H∗

2,Z(1)C
with W−1HC where we identify e′ with e∗2 ⊗ 2πi. Consider the action of
the additive group C on HC as follows: z ∈ C sends e to e+ z · (2πi)−1e′

and fix all elements of W−1HC. This action induces an action of C on
D̃ and induces an isomorphism C\D̃

∼=→ D and D̃ is a C-torsor over D.
Via C/Z(1) ∼= C× ; z 7→ exp(z) (Z(1) = Z · 2πi), Z(1)\D̃ becomes a
C×-torsor over D.

This Z(1)\D̃ → D is the Gm-torsor associated to the line bundle
L(H1,D,H2,D) on D. Its metic is D̃ 3 ϕ 7→ |ϕ| where |ϕ| ∈ R>0 is
characterized by the following property. There is an element v ∈ H0,R
such that e+ v + log(|ϕ|) · (2πi)−1e′ ∈ ϕ0.

2.4.8. We define period domains D′, D(i) (i = 1, 2), and D(s). Let
the notation be as in 2.4.4.

Let D′ be the set of all decreasing filtrations ϕ on H0,C such that
(H0,Z, ϕ) is a Hodge structure of weight −1 and dimC(gr

rϕ) = h(r) for
all r. We have a projection p : D → D′ ; (fil(1),fil(2)) 7→ ϕ where ϕ is
the restriction of fil(1) to H0,C. For s ∈ D′, let D(s) ⊂ D be the inverse
image of s in D.

For i = 1, 2, let D(i) be the set of all decreasing filtrations ϕ on Hi,C
such that (Hi,Z,W, ϕ) is a mixed Hodge structure and dimC(gr

rgrW−1ϕ) =

h(r) for all r. Let pi : D → D(i) be the map (fil(1),fil(2))→ fil(i).
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For x = (fil(1)(x),fil(2)(x)) ∈ D, we have a map fx,i : D(i) →
D ; ϕ 7→ (fil(1),fil(2)) defined as follows. Let S(i) be the one-dimensional
R-linear space fil(i)(x)

0 ∩Hi,R. Then for ϕ ∈ D(i), fil(i) = ϕ and fil(3−i)

is characterized by the property that fil0(3−i) = ϕ0 ∩W−1H3−i,C ⊕C⊗R

S(3−i). The composition D(i) fx,i→ D
pi→ D(i) is the identity map, and we

have fx,i(pi(x)) = x.
Let gx,i : D′ → D(i) be the following map ϕ′ 7→ ϕ. ϕ is characterized

by the properties that W−1ϕ = ϕ′ and ϕ0 = (ϕ′)0 ⊕ C ⊗R S(i). Then
gx,i sends p(x) ∈ D′ to pi(x). We have fx,1 ◦ gx,1 = fx,2 ◦ gx,2 : D′ → D.
We denote this map D′ → D by hx. The composition D′ hx→ D

p→ D′ is
the identity map and hx(p(x)) = x.

We consider the tangent bundles and horizontal tangent bundles of
these period domains.

We have TD′ = (OD′ ⊗C EndC(H0,C))/fil
0 where fil is the Hodge

filtration. Define TD′,hor = fil−1/fil0 ⊂ TD′ . We have TD(i) = (OD(i) ⊗C
EndC(Hi,C))/fil

0 where fil is the Hodge filtration. Define TD(i),hor =

fil−1/fil0 ⊂ TD(i) . We have TD(s) = (W−1 part of the pullback of TD to
D(s)). Let TD(s),hor be the W−1 part of the pullback of W−1TD,hor to
D(s).

For x ∈ D with s := p(x) ∈ D′, by the embedding D(s) ⊂ D
and the embeddings D′ ⊂ D(i) ⊂ D induced by gx,i and fx,i, regard
Tx,D(s),hor ⊂ Tx,D,hor and Ts,D′,hor ⊂ Tx,D(i),hor ⊂ Tx,D,hor. We have

Tx,D,hor = Ts,D′,hor ⊕ Tx,D(s),hor, Tx,D,hor = Tx,D(1),hor + Tx,D(2),hor.

Hence

Tx,D,hor⊗Tx,D,hor = (

2∑
i=1

Tx,D(i),hor⊗Tx,D(i),hor)+Tx,D(s),hor⊗Tx,D(s),hor.

Hence for the proof of 2.4.5, it is sufficient to prove the pullbacks of
κ(L(H1,D,H2,D)) to TD(i),hor (i = 1, 2, under fx,i) and to TD(s),hor are
described as in 2.4.5.

2.4.9. We consider first D(i). As is easily seen, under the map fx,i :

D(i) → D, the pullback of L(H1,D,H2,D) with the metric is isomorphic
to the trivial line bundle OD(i) with the standard metric. Hence its
curvature form is zero. On the other hand, the pullbacks of the map hH1

and h∗
H1

on TD(2),hor under fx,2 are the zero maps and the pullbacks of
the maps hH2

and h∗
H2

on TD(1),hor under fx,1 is the zero map.

2.4.10. Fix s ∈ D′. Let D̃(s) be the inverse image of D(s) in D̃.
Let U be a C-subspace of H0,C such that H0,C = fil(s)0⊕U and let U ′ be
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a C-subspace of H∗
0,Z(1)C such that H∗

0,Z(1)C = (fil(s))∗(1)0 ⊕ U ′. Then
we have isomorphisms

U × U ′ ∼=→ D(s) ; (z, w) 7→ (fil(z),fil(w)),

U × U ′ × C
∼=→ D̃(s) ; (z, w, u) 7→ ϕ(z, w, u).

Here fil(z) on H1,C extends fil(s) on H0,C by e+z ∈ fil(z)0, fil(w) on H2,C
extends fil(s)∗(1) on H∗

0,Z(1)C by e+w ∈ fil(w)0, and ϕ(z, w, u) extends
the filtration fil(w)∗(1) on W−1HC by e+ z+u · (2πi)−1e′ ∈ ϕ(z, w, u)0.

These isomorphisms are compatible with the projection D̃ → D.
2.4.11. By using H0,C = fil(s)0⊕H0,R, write z = z1+ z2 (z ∈ H0,C,

z1 ∈ fil(s)0, z2 ∈ H0,R). Similarly, by using H∗
0,Z(1)C = fil(s)∗(1)0 ⊕

H∗
0,Z(1)R, write w = w1 + w2 (w ∈ H∗

0,Z(1)C, w1 ∈ fil(s)∗(1)0, w2 ∈
H∗

0,Z(1)R).
We also use the notation

z = Re(z) + iIm(z) for z ∈ H0,C,where Re(z), Im(z) ∈ H0,R.

Let 〈 , 〉 : H0,R × H∗
0,Z(1)R → R(1) be the canonical pairing. We

denote the induced C-linear pairing H0,C ×H∗
0,Z(1)C → C also by 〈 , 〉.

Lemma 2.4.12. log(|ϕ(z, w, u)|) = i〈Im(z), w2〉+Re(u).
(Note that 〈Im(z), w2〉 ∈ R(1) and hence i〈Im(z), w2〉 ∈ R.)
Proof. ϕ(z, w, u)0 is generated by e + z + u · (2πi)−1e′ and λ −

〈λ,w〉 · (2πi)−1e′ (λ ∈ fil(s)0). In particular, z1 − 〈z1, w〉 · (2πi)−1e′ ∈
ϕ(z, w, u)0. Hence e + z2 + (〈z1, w〉 + u) · (2πi)−1e′ ∈ ϕ(z, w, u)0. This
shows log(|ϕ|) = Re(〈z1, w〉) + Re(u). We have 〈z1, w1〉 = 0 because
〈fil(s)0, (fil(s)∗(1))0〉 = 0. Hence

Re(〈z1, w〉) = Re(〈z1, w2〉) = i〈Im(z1), w2〉 = i〈Im(z), w2〉.

Q.E.D.

2.4.13. On D̃(s), we have ∂∂̄Im(u) = 0. Hence 2∂∂̄ log(|ϕ|) de-
scends to D(s) and this is the pullback κ(L(H1,D(s),H2,D(s))) of
κ(L(H1,D,H2,D)) to D(s) where Hi,D(s) (i = 1, 2) denotes the pullback
of Hi,D to D(s). It is equal to 2i∂∂̄〈Im(z), w2〉.

Lemma 2.4.14. On D(s), we have ∂∂̄z1 = ∂∂̄z2 = 0. ∂∂̄w1 =
∂∂̄w2 = 0.

Proof. Write the R-linear map Im : fil0H0,C → H0,R by `. Then
` is a bijection. Since z1 = `−1Im(z1) = `−1Im(z), we have ∂∂̄z1 =
`−1(∂∂̄Im(z)) = 0. The statement for z2 follows from this by ∂̄z = 0.
Results for wi are proved similarly. Q.E.D.
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2.4.15. By 2.4.12 and 2.4.14, we have 2∂∂̄ log(|ϕ|) = 〈∂z, ∂̄w2〉 +
〈∂̄z̄, ∂w2〉 in A2

C,D(s). Here Ap
C,D(s) denotes the sheaf of complex valued

C∞ p-forms on D(s), and 〈 , 〉 denotes the pairing (A1
C,D(s) ⊗R H0,R)×

(A1
C,D(s) ⊗R H∗

0,Z(1)R)→ A2
C,D(s) ; (ω ⊗ h, ω′ ⊗ h′) 7→ (ω ∧ ω′)⊗ 〈h, h′〉.

2.4.16. Let Ω1
hor be the quotient of Ω1

D(s) corresponding to the sub-
bundle TD(s),hor of TD(s) by duality. Let A1

hor be the quotient
AC,D(s)⊗OD(s)

Ω1
hor⊕(AC,D(s)⊗OD(s)

Ω1
hor)

− of A1
C,D(s) = AC,D(s)⊗OD(s)

Ω1
D(s) ⊕ (AC,D(s) ⊗OD(s)

Ω1
D(s))

− where ( )− denotes the complex conju-
gate. Consider

∇hor :H1,D(s),O = OD(s)⊗RH1,R → H1,D(s),O⊗OD(s)
Ω1

hor = Ω1
hor⊗RH1,R

which satisfies the Griffiths transversality. This induces

∇hor = (∂, ∂̄) : AC,D(s) ⊗R H1,D(s),R → A1
hor ⊗R H0,D(s),R

= ((AC,D(s) ⊗OD(s)
Ω1

hor)⊕ (AC,D(s) ⊗OD(s)
Ω1

hor)
−)⊗R H0,R.

In the rest of the proof of 2.4.5 below, ∇hor, ∂, ∂̄ (∇ = ∂ + ∂̄) are
considered by using Ω1

hor and A1
hor, not using Ω1

D(s) and A1
C,D(s).

Lemma 2.4.17. On D(s), we have:
(1) ∂z ∈ fil−1H0,D(s),O ⊗OD(s)

Ω1
hor.

(2) ∇horz1 ∈ fil0H0,D(s),O ⊗OD(s)
A1

hor.
(3) ∂z2 ∈ fil−1H0,D(s),O ⊗OD(s)

A1
hor.

(4) ∂̄z2 ∈ fil0H0,D(s),O ⊗OD(s)
A1

hor.
(5) The images of ∂z and ∂z2 in gr−1H0,D(s),O⊗OD(s)A

1
hor coincide.

We have similar results for w,w1, w2.

Proof. Since e + z ∈ fil0H1,D(s),O and ∇hor(e + z) = ∇z, we have
(1) by Griffiths transversality for ∇hor. (2) follows from the fact that
the Hodge filtration of H0,D(s) is constant. By (1) and (2), we have (3).
(4) follows from (2) and ∂̄z = 0. (5) follows from (2). Q.E.D.

2.4.18. By 2.4.15 and by (4) and (5) of 2.4.17,

2∂∂̄ log(|ϕ|) = 〈(∂z2)−1,0, (∂̄w2)
0,−1〉+ 〈(∂̄z2)0,−1, (∂w2)

−1,0〉.

Here ( )p,q denotes the (p, q)-Hodge component. Since w2 (resp. z2) is
real, (∂̄w2)

0,−1 (resp. (∂̄z2)
0,−1) is the complex conjugate of (∂w2)

−1,0

(resp. (∂z2)
−1,0). Hence by 2.1.4, the right hand side of the above for-

mula is a purely imaginary (1, 1)-form on D(s) corresponding to the
restriction of the Hermitian form (α, β) 7→ −〈hH1,D

(α), h∗
H2,D

(β)〉 +
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〈h∗
H1,D

(β), hH2,D
(α)〉. The left hand side is the restriction of the cur-

vature form of L(H1,D,H2,D) to TD(s),hor.
This completes the proof of 2.4.5.
2.4.19. We have the evident variant of 2.4.3 for a variation of Q-

Hodge structure H0 of weight −1 and for variations of Q-mixed Hodge
structures H1, H2 with exact sequences 0 → H0 → H1 → Q → 0 and
0 → H∗

0(1) → H2 → Q → 0. The maps hHi
and h∗

Hi
(i = 1, 2) are

defined in the same way. We have the associated Gm ⊗Q-torsor which
has a C∞ metric and its curvature form. This variant states that the
formula in 2.4.3 is true in this generalized situation.

This variant can be proved by the following simple reduction to
2.4.3: Locally, such H0 comes from a Z-Hodge structure H̃0. For some
n ≥ 1, the exact sequence 0 → H0 → H′

1 → Q → 0 with H′
1 the fiber

product of H1 → Q n← Q, and the exact sequence 0 → H∗
0(1) → H′

2 →
Q → 0 with H′

2 the fiber product of H2 → Q n← Q, come from exact
sequences of Z-mixed Hodge structures 0 → H̃0 → H̃′

1 → Z → 0 and
0→ H̃∗

0(1)→ H̃′
2 → Z→ 0, respectively. The maps hH′

i
and h∗

H′
i
of H′

i

are equal to n times the maps hHi
and h∗

Hi
of Hi (i = 1, 2), respectively,

and the curvature form associated to (H′
1,H′

2) is n2 times the curvature
form associated to (H1,H2). Hence this variant is reduced to 2.4.3 for
(H̃′

1, H̃′
2).

Remark 2.4.20. Let H be a Q-Hodge structure of weight w and
let 〈 , 〉 : HQ × HQ → Q · (2πi)−w be a polarization. Then we have
the associated Hodge metric ( , ) on HC which is a positive definite
Hermitian form. Though it is not stated in Part I, the author used the
following definition of ( , ) in Part I:

(1) (x, y) := (−1)p〈x, ȳ〉 for x ∈ Hp,q
C , y ∈ HC,

where Hp,q
C (p+q = w) is the (p, q)-Hodge component of HC. The author

now finds that the definition
(2) (x, y) := (2πi)wip−q〈x, ȳ〉 = (2π)w(−1)p〈x, ȳ〉 for x ∈ Hp,q

C , y ∈
HC
is used in some literatures and (2) may be the standard definition. To
have the compatibility with Part I, we continue to use the definition (1)
in this Part II.

Proposition 2.4.21. In the Q-Hodge version 2.4.19 of 2.4.3, as-
sume that H0 is endowed with a polarization. Then the Hermitian form
on TY corresponding to the curvature form of L(H1,H2) is (α, β) 7→
(hH1(α), hH2(β))+(hH2(α), hH1(β)), where ( , ) is the Hodge metric on
gr−1H0,O.

Proof. This follows from 2.4.3 by 2.4.20. Q.E.D.
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2.4.22. Consider our period domain X(C). We define an Hermitian
form κX(C),♦,w,1 on TX(C),hor.

Consider the variation of Q-MHS

H0 = (grWw HX(C)(V0))
∗ ⊗ grWw−1HX(C)(V0)

on X(C) of weight −1. The exact sequence

0→ grWw−1HX(C)(V0)→WwHX(C)(V0)/Ww−2HXC)(V0)→ grWw HX(C)(V0)→ 0

gives an exact sequence 0 → H0 → H1 → Q → 0 in QMHS(X(C)).
By the isomorphism H0

∼= H∗
0(1) obtained by the canonical polariza-

tions (1.2.21) of grWw HX(C)(V0) and grWw−1HX(C)(V0), we have an exact
sequence 0→ H∗

0(1)→ H1 → Q→ 0.
By 2.4.19, we obtain a Gm ⊗ Q-torsor L(H1,H1) with C∞ metric.

We define
κX(C),♦,w,1 := κ(L(H1,H1))hor,

the restriction of the curvature form of L(H1,H1) to TX(C),hor.
To describe κX(C),♦,w,1, let

hH1
: TX(C),hor → AC,X(C) ⊗OX(C) gr

−1H0,O

be the map which sends α ∈ TX(C),hor to the image of 1 ∈ R under

R→ AC,X(C) ⊗OX(C) gr
0H1,O

α→ AC,X(C) ⊗OX(C) gr
−1H1,O = AC,X(C) ⊗OX(C) gr

−1H0,O.

Here the first arrow comes from the inverse of the isomorphism

AC,X(C) ⊗OX(C) fil
0H1,O ∩AR,X(C) ⊗R H1,R

∼=→ AR,X(C) ⊗R grW0 H1,R.

Proposition 2.4.23. (1) The Hermitian form κX(C),♦,w,1 coincides
with (α, β) 7→ 2(hH1

(α), hH1
(β)) where the last ( , ) is the Hodge metric

on gr−1H0,O.
(2) This Hermitian form κX(C),♦,w,1 on TX(C),hor is semi-positive

definite. It comes from an Hermitian form on the quotient
gr−1(W0/W−2 of HX(C)(Lie(G))O) of TX(C),hor = gr−1HX(C)(Lie(G))O.
The Hermitian form

∑
w∈Z κX(C),♦,w,1 on

gr−1grW−1HX(C)(Lie(G))O is positive definite.
Proof. (1) follows from 2.4.21 by using horizontal morphisms Y →

X(C) from one-dimensional complex analytic manifolds Y (see the proof
of 2.2.3.1 in 2.2.3).

(2) follows from (1).
Q.E.D.
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§3. Height functions

3.1. The setting
3.1.1. We consider the following three situations (I), (II), (III).
In Situation (I), we consider a number field F0 ⊂ C.
In Situation (II), we consider a connected one-dimensional complex

analytic manifold B endowed with a finite flat morphism Π : B → C.
In Situation (III), we consider a connected projective smooth curve

C over C.

3.1.2. Let G, w : Gm → Gred be as in 1.1.4. Let G be a normal
algebraic subgroup of G. Let Q = G/G.

In Situation (I), we assume that we are given Mb : Rep(G) →
MM(F0) as in 1.3.4 and we assume 1.3.4.

In Situations (II) and (III), we assume we are given Hb : Rep(G)→
QMHS as in 1.1.10 and we assume 1.2.9 and 1.2.10.

Let K be an open compact subgroup of G(Af
K) which satisfies the

neat condition (1.2.11). In Situation (I), let X(F ) = XG,G,Mb,K(F ). In
Situation (II) (resp. (III)), let X(C) = XG,G,Hb,K(C) and let
Mhor(B,X(C)) (resp. Mhor(C,X(C))) be as in 1.2.26.

3.1.3. Let

Λ = ((Vi, w(i), s(i), c(i))1≤i≤m, (t(w, d))w,d∈Z,d≥1),

where m ≥ 0, Vi ∈ Rep(G), w(i), s(i) ∈ Z, c(i) ∈ R, and t(w, d) ∈ R.

3.1.4. The organization of Section 3 is as follows.
In Section 3.2, we define the height function

HΛ : X(F )→ R>0

in Situation (I) for a finite extension F of F0 in C fixing somethings and
assuming somethings, and we also define the height function

hΛ :Mhor(C,X(C))→ R

in Situation (III).
Sections 3.3 and 3.4 are preparations for Section 3.5. In Section 3.3,

we review height functions in the usual Nevanlinna theory. In Section
3.4, we give results on the degeneration of Hodge structures which we
use in Section 3.5. In Section 3.5, we define the height function

Tf,Λ(r) ∈ R (r ∈ R≥1) for f ∈Mhor(B,X(C))

in Situation (II).
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In Section 3.6, we consider special cases h♠, H♠, Tf,♠(r) of hΛ,
HΛ, Tf,Λ(r), respectively, and then define a height functions Nf,♥(r) for
Situation (II) and h♥ :Mhor(C,X(C)) → R in Situation (III), and we
give some comments on height functions.

In Section 3.7, we explain that the height functions of the different
situations (I), (II), (III) are connected via asymptotic behaviors.

In Section 3.8, we describe the relations of these height functions to
the geometry of a toroidal partial compactification X̄(C) of X(C).

3.1.5. Situation (II) and Situation (III) are directly related when
B = C rR with B as in Situation (II), C as in Situation (III), and R a
finite subset of C. In this case, by the “Great Picard Theorem” applied
to small neighborhoods of points of R in C, Π : B → C extends to a
morphism C → P1(C) for which R is the inverse image of ∞ ∈ P1(C).

3.2. Height functions hΛ(H) and HΛ(M)

3.2.1. Assume we are in Situation (III).
We define the height function hΛ :Mhor(C,X(C))→ R as

hΛ(H) :=
n∑

i=1

c(i)deg(grs(i)grWw(i)H(Vi)) +
∑

w∈Z,d≥1

t(w, d)h♦,w,d(H(V0)),

where h♦,w,d(H(V0)) is defined as in Part I, Section 1.6 by using the
canonical polarization 1.2.14.

3.2.2. Let F be a finite extension of F0 in C.
To define the height function HΛ : X(F ) → R>0, we fix a Z-lattice

Vi,Z in Vi (1 ≤ i ≤ m) such that Ẑ⊗Z Vi,Z is stable under the action of
K.

3.2.3. Define

HΛ(M) =
∏
i

Hs(i)(gr
W
w(i)M(Vi))

c(i) ·
∏

w∈Z,d≥1

H♦,w,d(M(V0))
t(w,d)

using Part I.
Here in the definition of H♦,w,d(M(V0)), we assume the conjectures

in Part I, Section 1.7, which we assumed to define H♦,w,d there. We
use the canonical polarization on grWw M(V0) (1.3.12) for the definition
of H♦,w,d.

3.3. Reviews on height functions in Nevanlinna theory
See [28] and [36] for example.
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3.3.1. Let Y be a compact complex analytic manifold.
Let E be a divisor on Y . A Weil function of E is an R-valued

continuous function on Y r Supp(E) which is written locally on Y as

W = − log(|g|) + a continuous function,

where g is a meromorphic function (found locally) such that div(g) =
−E.

A Weil function of E exists.
3.3.2. Let B be a connected one-dimensional complex analytic man-

ifold endowed with a finite flat morphism Π : B → C. Let f : B → Y
be a holomorphic map, let E be a divisor on Y , and assume f(B) is not
contained in Supp(E). Assume that a Weil function W of E is given.
Then the height function Tf,E(r) (r ∈ R≥0) for f and E in Nevanlinna
theory with respect to W is defined by

Tf,E(r) := mf,E(r) +Nf,E(r)

where mf,E(r) and Nf,E(r) are defined as follows. First,

mf,E(r) :=
1

2π

∫ 2π

0

(Π∗f
∗W )(re2πiθ)dθ.

Here Π∗ is the trace map associated to Π. Writing f∗E =
∑

x∈B n(x)x
(n(x) ∈ Z, note that this can be an infinite sum), let

Nf,E(r) :=
∑

x∈B,0<|Π(x)|<r

n(x) log(r/|Π(x)|) +
∑

x∈B,Π(x)=0

n(x) log(r).

If W ′ is another Weil function of E, then W ′ −W is an R-valued
continuous function on the compact space Y , and hence there is a con-
stant c ∈ R≥0 such that |W −W ′| ≤ c. Hence in this case, if we denote
by m′

f,E and T ′
f,E the mf,E and Tf,E defined using W ′ in place of W ,

respectively, we have

|mf,E(r)−m′
f,E(r)| ≤ c, |Tf,E(r)− T ′

f,E(r)| ≤ c.

3.3.3. The Nevanllina height functions can be defined also by using
the curvature forms of line bundles with C∞ metrics, as below. In our
Hodge-Nevanlinna theory, we will follow this formulation.

3.3.4. Let L be a line bundle on Y . Then a C∞ metric on L exists.
Let B be as in 3.3.2 and let f : B → Y be a holomorphic map. Take

a C∞ metric | |L on L and define the height function of (f, L) by

Tf,L(r) = Tf,L,| |L(r) :=
1

2πi

∫ r

0

(

∫
B(t)

f∗κ(L))
dt

t
∈ R for r ∈ R≥0
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where B(t) = {x ∈ B | |Π(x)| < t} and κ(L) is the curvature form of
(L, | |L).

3.3.5. Let the notation be as in 3.3.2. Assume L = OY (E) for a
divisor E. Then W := − log(|1|L) is a Weil function of E. The height
functions in 3.3.2 and 3.3.4 (the former is defined by using this W and
the latter is defined by using | |L ) are related as

Tf,L(r) = Tf,E(r)− c

where c is the constant limz→0(Π∗f
∗W−n log(|z|)) with n the coefficient

of the divisor −Π∗f
∗E on C at z = 0.

This formula follows from Stokes’ formula.

3.4. Some results on degeneration
Our definitions of the height functions in Situation (II) are similar

to those in Section 3.3, but we have to take care of degenerations. Here
we give preparations for it.

3.4.1. Concerning 3.4.1–3.4.3, see [32].
Let Y be a one-dimensional complex manifold, let R be a discrete

subset of Y , let L be a line bundle on Y , and let | | be a C∞ metric
on the restriction of L to Y r R. We say the metric | | is good at R if
the following condition (*) is satisfied at each x ∈ R. Let z be a local
coordinate function on Y at x such that z(x) = 0.

(*) There are an open neighborhood U of x on which |z| < 1, a basis
e of L on U , and constants C1, C2, C3, C4, c ∈ R>0 such that we have
the following (i)–(iii) on U ∩ (Y rR).

(i) C1 log(1/|z|)−c ≤ |e| ≤ C2 log(1/|z|)c.
(ii) |z ∂

∂z log |e|| ≤ C3 log(1/|z|)−1.
(iii) |z2 ∂

∂z
∂
∂z̄ log(|e|)| ≤ C4 log(1/|z|)−2.

3.4.2. In 3.4.1, consider the case Y is a connected projective smooth
curve C over C. Assume that the metric | | is good at R. Let κ(L) be
the associated curvature form on CrR. Then by [31], κ(L) is integrable
on C, and (2πi)−1

∫
C
κ(L) = deg(L).

3.4.3. Let Y and R be as in 3.4.1, and let H ∈ QVMHSlog(Y ) ∩
QVMHS(Y r R). Assume H is pure and polarizable. Then the Hodge
metric on det(grrHO) given by a polarization of H is good at R by [32].

3.4.4. Let Y and R be as in 3.4.1. Assume we are given H0, H1, H2

on Y rR as in Section 2.4 (we replace Y there by Y rR here). Assume
H0 is polarizable and assume that Hi ∈ QVMHSlog(Y ) for i = 0, 1, 2.
Then by [5], theGm⊗Q-torsor L(H1,H2) on Y rR (Section 2.4) extends
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uniquely to a Gm ⊗ Q-torsor on Y and its metric on Y r R is good at
R.

3.4.5. In 3.4.4, assume that Y is a connected projective smooth
curve over C. Then by [5], deg(L(H1,H2)) ∈ Q is equal to the height
paring ht(H1,H2). By 3.4.2 and 3.4.4, this ht(H1,H2) coincides with
1

2πi

∫
C
κ(L(H1,H2)).

Hence Prop. 2.4.21 gives an explanation of the positive definite
property of the height pairing ht(H1,H2).

3.4.6. Recall that for an R-mixed Hodge structure H and for w ∈ Z
and d ≥ 2, we have an R-linear map δw,d : grWw HR → grWw−dHR (Part I,
Section 1.6). We give a property of δw,d in degeneration.

Let ∆ = {q ∈ C | |q| < 1} and let ∆∗ = ∆ r {0}. Then the
upper half plane H is the universal covering of ∆∗ with the covering map
x + iy 7→ q = e2πi(x+iy). Endow ∆ with the log structure associated to
{0} ⊂ ∆ and let ∆log be the space over ∆ in [20] (see also [23], [21]).
We have ∆log = |∆| × S1 where |∆| := {r ∈ R | 0 ≤ r < 1} and
S1 := {u ∈ C× | |u| = 1}, and the map∆log → ∆ is given by (r, u) 7→ ru.
Let ∆̃log = |∆| × R be the universal covering of ∆log with the covering
map ∆̃log → ∆log induced by R→ S1 ; x 7→ e2πix. Then H is identified
with an open set of ∆̃log via the embedding x+iy 7→ (|q|, x) = (e−2πy, x).

Assume we are given H ∈ QVMHSlog(∆) ∩ QVMHS(∆∗) and as-
sume that grWw H are polarized for all w ∈ Z. We consider the be-
havior of (δw,d(H(q)), δw,d(H(q))) when q ∈ ∆∗ converges to 0, where
H(q) denotes the fiber of H at q and ( , ) denotes the Hodge metric of
(grWw H)∗ ⊗ grWw−dH.

Fix an element 0̃ of ∆̃log lying over 0 ∈ ∆. The local system HQ on
∆∗ extends uniquely to a local system on ∆log which we denote also by
HQ. LetH0,Q be the stalk ofHQ at the image of 0̃ in∆log. ThenH0,Q has
the weight filtration and the polarization grWw HQ×grWw HQ → Q·(2πi)−w

induces a Q-bilinear form 〈 , 〉w on grWw H0,Q. Let h(w, r) be the rank of
grrgrWw HO.

Let D be the set of all descending filtrations fil on H0,C such that
(H0,Q,W, (〈 , 〉w)w,fil) is a mixed Hodge structure with polarized pure
graded quotients and such that dimC(gr

rgrWw fil) = h(w, r) for all w, r.
We have the period map p : H → D associated to H. The the-

ory of associated SL(2)-orbit in [21] Part II, Part III gives the follow-
ing ((ρw)w∈Z, s, r). ρw for each w ∈ Z is a homomorphism SL(2)R →
AutR(grWw H0,R, 〈 , 〉w) of algebraic groups over R. The canonical R-
splitting of W ([21] Part I, §4, Part II, §1.2) associated to p(q̃) converges
when q̃ ∈ H converges to 0̃. We denote the limit splitting of W over R
by s. Let τ : Gm,R → AutR(H0,R,W ) be the homomorphism which



50 Kazuya Kato

corresponds via s to the direct sum of twρw
(
1/t 0
0 t

)
on grWw H0,R ([21]

Part II, 2.3.5). τ(y1/2)p(q̃) ∈ D converges in D when q̃ ∈ H converges
to 0̃. We denote the limit by r ∈ D. (This r is written as exp(iN)F̂ in
[21] Part IV, Theorem 6.2.4.)

Proposition 3.4.7. When q ∈ ∆ converges to 0,
y−d(δw,d(H(q)), δw,dH(q))) converges to (δw,d(r), δw,d(r)).

Here ( , ) is the Hodge metric.

Proof. We have

y−d(δw,d(H(q)), δw,d(H(q))) = (τ(y1/2)δw,d(p(q̃)), τ(y
1/2)δw,d(p(q̃)))

= (δw,d(τ(y
1/2)p(q̃)), δw,d(τ(y

1/2)p(q̃))→ (δw,d(r), δw,d(r))

(q̃ ∈ H denotes a lifting of q). Q.E.D.

3.5. Height functions Tf,Λ(r)

3.5.1. Assume we are in Situation (II). Let f ∈Mhor(B,X(C)). We
denote f also by H when we regard it as the exact ⊗-functor Rep(G)→
QVMHSlog(B) (1.2.26).

3.5.2. Let f ∈Mhor(B,X(C)). For r ∈ R≥1, we define

Tf,Λ(r) := Tf,Λ,red(r) +
∑
w,d

t(w, d)Tf,♦,w,d(r),

where each term of the right hand side is defined in 3.5.3, 3.5.4, 3.5.5
below.

Note that we consider r ∈ R≥1 here, not r ∈ R≥0 as in the classical
Nevanlinna theory. This is to avoid the divergence in the definition of
the height function which could arise from the singularity of the involved
variation of Hodge structure. See 3.5.3 below. The author is very thank-
ful to the referee who pointed out this problem of divergence which was
overlooked by the author in an earlier version of the manuscript.

In Nevanlinna theory and in our Hodge-Nevanlinna theory, we are
interested in the behavior of the height function when r →∞. So, it is
harmless to consider only r ≥ 1.

3.5.3. We define the first term Tf,Λ,red(r) in the definition of Tf,Λ(r)
in 3.5.2.

Let

κX(C),Λ,red :=
∑
i

c(i)κ(det(grs(i)grWw(i)HX(C)(Vi)O))hor
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where κ(det(grs(i)grWw(i)HX(C)(Vi)O))hor is the restriction to TX(C),hor of
the curvature form of the line bundle det(grs(i)grWw(i)HX(C)(Vi)O) with
the Hodge metric. The Hodge metric is defined by a polarization (1.2.21)
but the curvature form is independent of the choice of the polariza-
tion. This κX(C),Λ,red comes from an Hermitian form on TXred(C),hor via
TX(C),hor → TXred(C),hor.

Define

Tf,Λ,red(r) :=
1

2πi

∫ r

1

(

∫
B(t)

κf,Λ,red)
dt

t
with κf,Λ,red := f∗κX(C),Λ,red.

Here we have to be careful that not as in 3.3.4, the above differential
2-form κf,Λ,red is C∞ on U = B r R, where R is the set of points at
which H(Vi) for some i has singularity and it is a discrete subset of B,
and κf,Λ,red may have singularities at R. But the integration on the right
hand side in the definition of Tf,Λ,red(r) converges by 3.4.3. Here we take∫ r

1
assuming r ≥ 1, and do not take

∫ r

0
as in the classical Nevanlinna

theory. If we take
∫ r

0
, the integration would diverge at t = 0 due to the

singularity at Π−1(0).
3.5.4. We define Tf,♦,w,1(r).
Let κX(C),♦,w,1 be the Hermitian form on TX(C),hor defined in 2.4.22.

Define

Tf,♦,w,1(r) :=
1

2πi

∫ r

1

(

∫
B(t)

κf,♦,w,1)
dt

t
with κf,♦,w,1 :=f∗κX(C),♦,w,1.

The curvature form κf,♦,w,1 may have singularities but the integra-
tion on the right hand side of the definition of Tf,♦,w,1(r) converges by
3.4.4.

3.5.5. Assume d ≥ 2. We define

Tf,♦,w,d(r) := mf,♦,w,d(r) +Nf,♦,w,d(r),

where:

mf,♦,w,d(r) :=
1

2π

∫ 2π

0

g(reθi)dθ with g = Π∗(〈δw,d, δw,d〉1/d),

where δw,d is that of H(V0) in Part I, Section 1.6, Π∗ is the trace map
for Π : B → C,

Nf,♦,w,d(r) :=
∑

x∈B,0<|Π(x)|<r

〈Nx,w,d, Nx,w,d〉1/dNx,0
· log(r/|Π(x)|)

+
∑

x∈B,Π(x)=0

〈Nx,w,d, Nx,w,d〉1/dNx,0
· log(r),
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where Nx,w,d and Nx,0 are those of H(V0) in Part I, Section 1.6.
The function δw,d may have singularities but the integralmf,♦,w,d(r)

converges by 3.4.7.

3.6. ♠-height functions, ♥-height functions, complements
on height functions

We consider height functions H♠ in Situation (I), Tf,♠(r) in Situa-
tion (II), and h♠ in situation (III). These are special cases ofHΛ, Tf,Λ(r),
hΛ, respectively. We define also height functions Nf,♥(r) in Situation
(II), h♥ in Situation (III). We give complements to height functions.

3.6.1. The following height functions h♠(H),H♠(M),Tf,♠(r), which
are special cases of the height functions hΛ(H), HΛ(M), Tf,Λ(r), will be
important in Section 4:

h♠(H) := −deg(H(Lie(G))O/fil0) in Situation (III),

H♠(M) :=
∏
r<0

Hr(M(Lie(G)))−1 in Situation (I),

Tf,♠(r) :=
1

2πi

∫ r

1

(

∫
B(t)

f∗κX(C),♠)
dt

t
in Situation (II).

Here G acts on Lie(G) by the adjoint action. See 2.3.2 for the definition
of κX(C),♠.

This height function is the special case Λ = ♠ of the height functions
in Section 3.2 and 3.5, where Λ = ♠means that Λ is such that (w(i), s(i))
(1 ≤ i ≤ m) are all different pairs such that grs(i)grWw(i)Hb(Lie(G)) 6= 0

and s(i) < 0, Vi = Lie(G) for 1 ≤ i ≤ m, c(i) = −1 for all i, and
t(w, d) = 0 for all w, d.

3.6.2. For a one-dimensional complex analytic manifold Y , for H ∈
Mhor(Y,X(C)), and for x ∈ Y , we define e(x) = h♥,x(H) ∈ Z≥0 as
follows.

Let N ′
x : H(V )Q,x → H(V )Q,x be the local monodromy operator at

x. It is the logarithm of the action of the canonical generator of the
local monodromy group at x. Here H(V )Q,x denotes the stalk of H(V )Q
at a point 6= x of Y which is near to x. By the theory of Tannakian
categories, N ′

x for all V ∈ Rep(G) come from N ′
x ∈ H(Lie(G))Q,x.

By level structure, we have N ′
x ∈ Af

Q ⊗Q Lie(G) mod the adjoint
action of K on Af

Q ⊗Q Lie(G). We define e(x) = 0 if N ′
x = 0. If N ′

x 6= 0,
e(x) is defined by Ze(x)−1 = {b ∈ Q | exp(bN ′

x) ∈ K}.
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3.6.3. In Situation (III), for H ∈Mhor(C,X(C)), define

h♥(H) :=
∑
x∈C

h♥,x(H) ∈ Z≥0.

3.6.4. We have h♥(H) ≥ ](Σ(C,H)), where Σ(C,H) denotes the
set of points of C at which H has singularity.

3.6.5. In Situation (II), for f ∈Mhor(B,X(C)), define

Nf,♥(r) :=
∑

x∈B,0<|Π(x)|<r

h♥,x(H) log(r/|Π(x)|)) +
∑

x∈B,Π(x)=0

h♥,x(H) log(r).

3.6.6. Let

N
(1)
f,♥(r) :=

∑
x∈Σ(B,H),0<|Π(x)|<r

log(r/|Π(x)|) +
∑

x∈Σ(B,H),Π(x)=0

log(r).

Here Σ(B,H) is the set of points of B at which H has singularity.
We have Nf,♥(r) ≥ N

(1)
f,♥(r).

3.6.7. We give comments on height functions.
(1) The bijections in 1.3.7 (1) do not change the height functions in

(I), (II), (III).
(2) In this Section 3, we considered the height functions on

XG,G,Mb,K(F ) but not yet on XG,Υ,K(F ). We define height functions on
XG,Υ,K(F ) by using the bijection XG,Υ,K(F ) ∼= XG,G,M1,K′(F ) in 1.3.7
(2) by choosing M1 ∈ XG,Υ,K(F ), and using the height functions on the
latter. Then they are independent of the choice of M1.

Proposition 3.6.8. Assume G is reductive and assume κX(C),Λ,red

(3.5.3) is positive semi-definite. Then
(1) In Situation (II), Tf,Λ(r) ≥ 0 for any f ∈ Mhor(B,X(C)) and

any r ∈ R≥1.
(2) In Situation (III), hΛ(H) ≥ 0 for any H ∈Mhor(C,X(C)).

Proof. (1) is evident. (2) follows from 1
2πi

∫
C
f∗κX(C),Λ,red = hΛ(H)

(3.4.2, 3.4.3) where f = H. Q.E.D.

3.6.9. We say Λ is ample if the Hermitian form κX(C),Λ,red on
TXred(C),hor (3.5.3) is positive definite and t(w, d) > 0 for any w, d.

For example, by the theorem of Griffiths in 2.2.1, Λ is ample if
Vi = V0 for all i, c(i) = s(i) for all i, {(w(i), s(i)) | i ∈ Z} covers all pairs
(w, s) such that grsgrWw V0 6= 0, and t(w, d) > 0 for all w, d.
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Proposition 3.6.10. Assume we are in Situation (II). Assume Λ
is ample and G is reductive.

Let f ∈Mhor(B,X(C)) and assume that Tf,Λ(r) = o(log(r)). Then
f is constant.

Proof. If f is not constant, the Hermitian form κf,Λ,red is pos-
itive definite and hence there are constants b ≥ 1 and c > 0 such
that 1

2πi

∫
B(t)

κf,Λ,red ≥ c for any t ≥ b. For any r ≥ b, we have
Tf,Λ(r) ≥

∫ r

b
cdt/t = c(log(r)− log(b)). Q.E.D.

The author expects that the assumption G is reductive in 3.6.10 is un-
necessary.

Proposition 3.6.11. Assume we are in Situation (III). Assume Λ
is ample and let H ∈ Mhor(C,X(C)). Then hΛ(H) ≥ 0. If hΛ(H) = 0,
then H is constant.

Proof. This is proved in the same way as Part I, Proposition 1.6.16.
Q.E.D.

The proof of the following Proposition is easy.

Proposition 3.6.12. (1) Assume we are in Situation (II) and let B′

be a connected smooth curve over C endowed with a finite flat morphism
B′ → B of degree [B′ : B]. Let f ∈ Mhor(B,X(C)) and let f ′ ∈
Mhor(B

′, X(C)) be the composition of f and B′ → B. Then

Tf ′,Λ(r) = [B′ : B] · Tf,Λ(r), Nf ′,♥(r) = [B′ : B] ·Nf,♥(r).

(2) Assume we are in Situation (III) and let C ′ be a proper smooth
curve over C endowed with a finite flat morphism C ′ → C of degree
[C ′ : C]. Let H ∈ Mhor(C,X(C)) and let H′ ∈ Mhor(C

′, X(C)) be the
pull back of H. Then

hΛ(H′) = [C ′ : C] · hΛ(H), h♥(H′) = [C ′ : C] · h♥(H).

Remark 3.6.13. In Part I ([19]) Section 2.3, we defined the height
function H♥,v(M), which is the motive version of the above h♥,x(H),
for a mixed motive M over a number field F and for a non-archimedean
place v of F , and defined the height function H♥,S :=

∏
v/∈S H♥,v for a

finite set S of places of F containing all archimedean places of F . The
author found that the definitions of these H♥,v and H♥,S were not the
good ones. Hence we do not discuss these height functions in this Part
II. He hopes that in Part III (a sequel of this paper), he gives the good
definitions together with the definitions of H♥,v for archimedean places
v.
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3.7. Asymptotic behaviors
In the following 3.7.1 and 3.7.2, we describe relations between the

height functions in Situation (II) and the height functions in Situation
(III). At the end of this Section 3.7, we briefly describe the relations
between the height functions in Situation (I) and the height functions
in (II) or (III), but the details of them will be given elsewhere.

Proposition 3.7.1. Assume B = C rR for a finite subset R of C
(that is, we are in the situation of 3.1.5). Let H ∈Mhor(C,X(C)) and
let f ∈Mhor(B,X(C)) be the restriction of H to B.

(1) Tf,Λ(r)/ log(r) converges when r →∞.
(2) If either one of the following conditions (i)–(iii) is satisfied,

Tf,Λ(r)/ log(r) converges to hΛ(H).
(i) G is reductive.
(ii) t(w, d) = 0 for any d ≥ 2.
(iii) H has no degeneration at R.

Proof. We prove (2) first. Case (i) follows from Case (ii). As-
sume (ii). Then Tf,Λ(r) = 1

2πi

∫ r

1
(
∫
B(t)

κ)dt/t with κ := κf,Λ,red +∑
w t(w, 1)κf,♦,w,1. Let A(t) = 1

2πi

∫
B(t)

κ. Then when t → ∞, A(t)

converges to A := (2πi)−1
∫
C
κ = hΛ(H). Take ε > 0. Then there is

r0 ≥ 1 such that |A(r) − A| ≤ ε if r ≥ r0. Let c :=
∫ r0
1

A(t)dt/t. We
have Tf,Λ(r) = c +

∫ r

r0
A(t)dt/t = c +

∫ r

r0
(A + u(t))dt/t with |u(t)| ≤ ε,

and hence |Tf,Λ(r)− c−A log(r/r0)| ≤ ε
∫ r

r0
dt/t = ε log(r/r0). Hence if

r is sufficiently large, we have |Tf,Λ(r)/ log(r)−A| ≤ 2ε.
Assume (iii). In this case, mf,♦,w,d is bounded when r →∞ and

Tf,♦,w,d(r)/ log(r)→
∑
x∈B

〈Nx,w,d, Nx,w,d〉1/dNx,0
= h♦,w,d(H).

(1) follows from 3.4.7 and the case (ii) of (2).
Q.E.D.

Proposition 3.7.2. Let the assumption be as in 3.7.1. Let H ∈
Mhor(C,X(C)).

(1) limr→∞ Nf,♥(r)/ log(r) =
∑

x∈B h♥,x(H).
(2) limr→∞ N

(1)
f,♥(r)/ log(r) = ]{x ∈ B | H has singularity at x}.

Proof. This is clear. Q.E.D.

Remark 3.7.3. (1) In 3.7.2, if H has no degeneration at R, the rhs
becomes h♥(H) in (1) and ]{x ∈ C | H has singularity at x} in (2).

(2) 3.7.1 and 3.7.2 tell that the study of height functions in Situation
(III) is essentially reduced to that in Situation (II).
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3.7.4. In the above, we considered relations between Situation (II)
and Situation (III).

We have relations between Situation (I) and Situation (III), and also
relations between Situation (I) and Situation (II). We give only rough
stories here. We hope to discuss more precise things elsewhere.

Let C0 be a projective smooth curve over a number field F0. We can
define the set X(F0(C0)), where F0(C0) denotes the function field of C0,
in the similar way as the definition of X(F ). For M ∈ X(F0(C0)), for
a finite extension F of F0 in C and for x ∈ C0(F ) at which M does not
have singularity, we can define the specialization M(x) ∈ X(F ) of M at
x.

Concerning the relation between (I) and (III), we can show that

log(HΛ(M(x)))/ log(H(x)) in (I) and hΛ(MH) in (III)

are closely related. Here MH is the Hodge realization of M on C :=
C0(C) and H(x) is the height of x as an element of C0(F ) defined by a
Gm ⊗ Q-torsor on C0 of degree 1. In some cases, hΛ(MH) is the limit
of log(HΛ(M(x)))/ log(H(x)) when F and x move.

Concerning the relation between (I) and (II), we can show that for
an affine dense open subset B0 of C0, if we denote by f the element of
Mhor(B,X(C)) (B := B0(C)) induced by M ,

log(HΛ(M(x))) in (I) and Tf,Λ(H(x)) in (II)

are closely related.

3.8. Toroidal partial compactifications and height func-
tions

Here we describe the toroidal partial compactification X̄(C) ofX(C)
and its relation to height functions.

This X̄(C) is a generalization of X̄(C) in Part I. It is given by the
work of Kerr and Pearlstein [24] in the case G is reductive and G = G.
For general G, it is described in [22] briefly in the case G = G. The
details of the general case will be given in a forth-coming paper [21],
Part V.

In the rest of this paper, this Section 3.8 serves to make our philos-
ophy clearer, and we do not use the contents of this Section 3.8 to prove
a result except that 3.8.10 is used in Remark 4.2.3.9 to prove a result
there.

3.8.1. Let Σ be the set of cones in Lie(G)R of the form R≥0N for
some element N of Lie(G) satisfying the following conditions (a) and (b)
for any V ∈ Rep(G).
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(a) The image of N under Lie(G)→ End(V ) is a nilpotent operator
on V .

(b) There is a relative monodromy filtration of N : V → V with
respect to the weight filtration W•V .

If V1 ∈ Rep(G) is a faithful representation, (a) and (b) are satisfied
for any V ∈ Rep(G) if they are satisfied by V = V1 (1.2.20).

3.8.2. Let DΣ be the set of pairs (σ,Z), where σ ∈ Σ and Z is a
non-empty subset of Ď(G,Υ) satisfying the following (i)–(iv).

(i) Write σ = R≥0N with N ∈ Lie(G). Then Z is an exp(CN)-orbit
in Ď(G,Υ).

(ii) The image of Z in Ď(Q,ΥQ) is class(Hb,Q) ∈ D(Q,ΥQ),
(iii) If H ∈ Z, N belongs to fil−1H(Lie(G))C, where G acts on Lie(G)

by the adjoint action and fil−1 is the Hodge filtration.
(iv) Let H ∈ Z. Then exp(zN)H ∈ D(G,Υ) if z ∈ C and Im(z) is

sufficiently large.

Let X̄(C) := G(Q)\(DΣ × (G(Af
Q)/K))

3.8.3. X̄(C) has a structure of a logarithmic manifold which extends
the complex analytic structure of X(C). (Logarithmic manifold is a
generalization of complex analytic manifold ([23], 3.5.7). It is like a
complex manifold with slits.)

3.8.4. For a one-dimensional complex analytic manifold Y , for a
discrete subset R of Y , and for a horizontal holomorphic map f : Y r
R → X(C), the following (i)–(iii) are equivalent. (i) f is meromorphic
on Y (1.2.26). (ii) f extends to a morphism Y → X̄(C) of locally ringed
spaces over C. (iii) f extends to a morphism Y → X̄(C) of logarithmic
manifolds. If these equivalent conditions are satisfied, the extensions of
f in (ii) and (iii) are unique.

3.8.5. We describe the relations of h♠ and h♥ to the extended
period domain X̄(C).

Around here, Y is a one-dimensional complex analytic manifold and
f ∈ Mhor(Y,X(C)) and let H be the corresponding exact ⊗-functor
Rep(G) → QVMHSlog(Y ). We denote the morphism Y → X̄(C) which
extends f by the same letter f .

3.8.6. For V ∈ Rep(G), we have a universal log mixed Hodge struc-
ture HX̄(C)(V ) on X̄(C).

We have
H(V ) = f∗HX̄(C)(V ).
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3.8.7. We have the sheaf Ω1
X̄(C)(log) of differential forms on X̄(C)

with log poles outside X(C) and the sheaf Ω1
X̄(C) ⊂ Ω1

X̄(C)(log) of differ-
ential forms on X̄(C). These are vector bundles on X̄(C).

3.8.8. Let IX̄(C) be the invertible ideal of OX̄(C) which is locally
generated by generators of log structures. For x ∈ X̄(C), the stalk Ix
coincides with OX̄(C),x if and only if x ∈ X(C).

We have an exact sequence

0→ Ω1
X̄(C) → Ω1

X̄(C)(log)→ OX̄(C)/IX̄(C) → 0,

where the third arrow sends d log(q) for a local generator q of the log
structure to 1.

3.8.9. The vector bundle HX̄(C)(Lie(G))O/fil0 on X̄(C) is canoni-
cally isomorphic to the logarithmic tangent bundle of X̄(C), that is, it
is canonically isomorphic to the dual vector bundle of Ω1

X̄(C)(log).

3.8.10. In Situation (III), for Y = C, by 3.8.6 and 3.8.9, we have

h♠(H) = deg(f∗Ω1
X̄(C)(log)).

3.8.11. In Situation (II) (resp. (III)), for Y = B (resp. Y = C)
and for x ∈ Y , h♥,x(H) = e(x), where e(x) is the integer ≥ 0 such that
f∗IX̄(C) = m

e(x)
Y,x in OY,x.

3.8.12. Assume Y = C.
By 3.8.11, we have

h♥(H) = −deg(f∗IX̄(C)).

By this and by 3.8.10, we have

h♠(H)− h♥(H) = deg(f∗Ω1
X(C)).

3.8.13. In the comparison of (I) and (1) in Section 0, X̄(C) ⊃ X(C)
is like V̄ ⊃ V such that V̄ is smooth and E := V̄ r V is a divisor on
V̄ with normal crossings. Basing on 3.8.10 and the analogy between (I)
and (III), we think that the height function H♠ for (I) is similar to the
height function HK+E for (1), where K is the canonical divisor of V̄ .

3.8.14. It can be shown that the Hodge metric on det(Ω1
X(C)) (de-

fined by a polarization on HX(C)(Lie(G)) (1.2.21) and the duality be-
tween Ω1

X(C) and TX(C) = HX(C)(Lie(G))O/fil0) extends to a metric on
det(Ω1

X̄(C)(log)) with at worst log singularity. Hence the positivity of
the curvature form κ(det(Ω1

X(C)))hor (2.3.3) tells that det(Ω
1
X̄(C)(log)) is

something like an ample line bundle.
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§4. Speculations

We extend speculations in Part I to the setting of this Part II.
Let the setting be as in 3.1.1–3.1.2.

4.1. Speculations on positivity
4.1.1. Question 1. Assume G is reductive.
For Λ as in 3.1.3, are the following (i)–(iv) equivalent?
(i) The Hermitian form κX(C),Λ,red on TX(C),hor is positive semi-

definite.
(ii) In Situation (III), we have hΛ(H) ≥ 0 for any C and for any

H ∈Mhor(C,X(C)).
(iii) In Situation (II), we have Tf,Λ(r) ≥ 0 for any B, any f ∈

Mhor(B,X(C)) and any r ∈ R≥1.
(iv) In Situation (I), there is c ∈ R>0 such that for any number field

F ⊂ C such that F0 ⊂ F and for any M ∈ X(F ), we have HΛ(M) ≥
c[F :F0].

Remark 4.1.1.1. We have (i) ⇒ (iii) ⇒ (ii). In fact, (i) ⇒ (ii) and
(i) ⇒ (iii) follow from 3.6.8, and (iii) ⇒ (ii) follows from 3.7.1.

4.1.2. Question 2. Assume G is reductive.
For Λ as in 3.1.3, are the following (i)–(iv) equivalent?
(i) Λ is ample (3.6.9).
(ii) In Situation (III), if H ∈Mhor(C,X(C)) and if hΛ(H) ≤ 0, then

H is constant.
(iii) In Situation (II), if f ∈ Mhor(B,X(C)) and if there is c ∈ R

such that Tf,Λ(r) ≤ c for any r ∈ R≥1, then f is constant.
(iv) In Situation (I), for any d ≥ 1 and c ∈ R>0, there are finitely

many pairs (Fi,Mi) (1 ≤ i ≤ n), where Fi are finite extensions of F0 in C
and Mi ∈ X(Fi), satisfying the following condition. If F ⊂ C is a finite
extension of F0 and M ∈ X(F ) and if [F : F0] ≤ d and HΛ(M) ≤ c,
there is i (1 ≤ i ≤ n) such that Fi ⊂ F and such that M is the image of
Mi under X(Fi)→ X(F ).

Remark 4.1.2.1. We have (i) ⇒ (ii) by 3.6.11, (iii) ⇒ (ii) by 3.7.1,
and (i) ⇒ (iii) by 3.6.10.

Now we do not assume G is reductive.

4.1.3. Question 3. Assume Λ is ample (3.6.9). Are the following
(1) and (2) true?

(1) In Situation (I), for any finite extension F of F0 in C and for
any c ∈ R>0, the set {M ∈ X(F ) | HΛ(M) ≤ c} is finite.
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(2) (A stronger form of (1).) Fix d ≥ 1 and c ∈ R>0. Then there
is a finite number of pairs pairs (Fi,Mi) (1 ≤ i ≤ n), where Fi are
finite extensions of F0 in C and Mi ∈ X(Fi) satisfying the following
condition. If F is a finite extension of F0 in C such that [F : F0] ≤ d
and if Mi ∈ X(F ) and HΛ(M) ≤ c, then there is i (1 ≤ i ≤ n) such
Fi ⊂ F and such that M is the image of Mi under X(Fi)→ X(F ).

Remark 4.1.3.1. Question 3 asks whether the motive version of the
finiteness theorem of Northcott on the usual height is true.

Remark 4.1.3.2. It seems that through the analogies between Situ-
ation (I) and Situation (II) (resp. Situation (I) and Situation (III)), the
result 3.6.10 (resp. 3.6.11) supports the answer Yes to Question 3.

4.2. Speculations on Vojta conjectures
4.2.1. In Situation (I), for a finite extension F of F0 and for a

finite set S0 of places of F0 containing all archimedean places of F0, let
DS0

(F/F0) be the norm of the component of the different ideal of F/F0

outside S0.
In Situation (II), we consider the Nevanlinna analogue of it

NRam(Π)(r) :=
∑

x∈B,0<|Π(x)|<r

(ex(Π)−1) log(r/|Π(x)|)+
∑

x∈B,Π(x)=0

(ex(Π)−1) log(r),

where ex(Π) is the ramification index of B over C at x.

4.2.2. In Situation (I), for a finite extension F of F0 in C, for M ∈
X(F ), and for a non-archimedean place v of F , we say M is of good
reduction at v if M(V ) is of good reduction at v for any V ∈ Rep(G).
We say M is of bad reduction at v if it is not of good reduction at v.

For each M ∈ X(F ), there are only finitely many non-archimedean
places v at which M is of bad reduction. This is because for a faithful
representation V1 ∈ Rep(G), by 1.2.20, M is good reduction at v if and
only if the mixed motive M(V1) is of good reduction at v.

4.2.3. Question 4 (1). Assume we are in Situation (I). Assume Λ
is ample (3.6.9). Is the following statement true?

Fix a finite set of places S0 of F0 which contains all archimedean
places of F0. Then there is a constant c ∈ R>0 such that

(
∏

v∈ΣS(M)

](Fv)) ·DS0(F/F0) ≥ c[F :F0] ·H♠(M)HΛ(M)−1

for any finite extension F of F0 in C and for any M ∈ Xgen(F ). Here
S denotes the set of all places of F lying over S0, ΣS(M) denotes the
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set of places of F which do not belong to S and at which M has bad
reduction, and Fv denotes the residue field of v.

Remark 4.2.3.1. If we follow the analogy with conjectures in [36],
the reader may think that ε > 0 should be fixed and HΛ(M) should be
replaced by HΛ(M)ε. However, we have HΛ(M)ε = HΛ′(M) where Λ′ is
obtained from Λ by replacing c(i) with εc(i) and replacing t(w, d) with
εt(w, d) (then Λ′ is also ample). Hence ε can be deleted.

Remark 4.2.3.2. In the case G is reductive, basing on 2.3.3, we have
a variant of Question 4 (1) replacing H♠(M)HΛ(M)−1 by H♠(M)1−ε

for a fixed ε > 0.

Question 4 (2). Assume we are in Situation (II). Let Λ be ample
(3.6.9). Fix B. Is the following statement true?

If f ∈Mhor,gen(B,X(C)) and c ∈ R, we have

N
(1)
f,♥(r) +NRam(Π)(r) ≥exc Tf,♠(r)− Tf,Λ(r) + c

where ≥exc means that the inequality ≥ holds for any r outside some
subset of R≥1 of finite Lebesgue measure. Here N

(1)
f,♥(r) is as in 3.6.6.

Remark 4.2.3.3. Question 4 (2) treats the Hodge-Nevanlinna version
of the conjecture of Griffiths in the usual Nevanlinna theory treated in
[36] Section 14, Section 26.

Remark 4.2.3.4. There is a variant of Question 4 (2) in which we
replace N

(1)
f,♥(r) by Nf,♥(r).

Remark 4.2.3.5. If G is reductive, by 2.3.3, Question 4 (2) becomes
equivalent to the question in which we replace Tf,♠(r) − Tf,Λ(r) in the
above by (1− ε)Tf,♠(r) (ε > 0).

Question 4 (3). Assume we are in Situation (III). Let Λ be ample
(3.6.9). Fix C. Is the following statement true?

There is c ∈ R such that ](Σ(H)) ≥ h♠(H) + c for any H ∈
Mhor,gen(C,X(C)).

Here Σ(H) denotes the set of points in C at which H degenerates.

Remark 4.2.3.6. In Situation (III), various results are known con-
cerning the comparison of ](Σ(H)) and kinds of heights of H for a vari-
ation of Hodge structure H on C with log degeneration. For example,
see Proposition 2.1 of [34].

Remark 4.2.3.7. If the answer to Question 4 (2) is Yes, the answer
to Question 4 (3) is Yes. This follows from 3.7.1 and 3.7.2.
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Remark 4.2.3.8. If X(C) is of dimension 1, Question 4 (3) has an
affirmative answer. In this case, if f is not constant, then for R :=
Σ(H), we have a canonical injective map f∗(Ω1

X̄(C)(log)) → Ω1
C(logR)

and hence the comparison of degrees gives h♠(H) ≤ deg(Ω1
C(logR)) =

2gC − 2 + ](R).
Remark 4.2.3.9. There is a variant of Question 4 (3) in which we

replace ](Σ(H)) by h♥(H).

4.2.4. In this Question 5, we assume G is reductive.

Question 5 (1). Are the following (i) and (ii) equivalent?

(i) X(F ) is finite for any finite extension F of F0 in C.
(ii) Any f ∈Mhor(C, X(C)) is constant.

Question 5 (2). Are the following (i)–(iii) equivalent?

(i) Xgen(F ) is finite for any finite extension F of F0 in C in Situation
(I).

(ii) Any f ∈Mhor,gen(C, X(C)) is constant.
(iii) There is an ample Λ (3.6.9) such that h♠(H)−h♥(H) ≥ hΛ(H)

in Situation (III) for any C and for any H ∈Mhor,gen(C,X(C)).

Question 5 (3). Is the following true?

Let F be a finite extension of F0 in C and let S be a finite set of
places of F containing all archimedean places of F . Then there are only
finitely many M ∈ X(F ) which are of good reduction outside S.

Remark 4.2.4.1. The answer Yes to Question 5 (3) is a generalization
of Shafarevich conjecture for abelian varieties proved by Faltings ([11])
to G-motives.

Remark 4.2.4.2. The last section of Koshikawa [27] contains an
affirmative result on the Shafarevich conjecture for motives assuming the
finiteness of the number of motives with bounded heights and assuming
the semi-simplicity of the category of pure motives.

Renark 4.2.4.3. Via the analogy in 4.2.5 below, Proposition 2.3.4
supports the answer Yes to Question 5 (3).

Remark 4.2.5. The following conjecture of Bombieri-Lang-Vojta
is well known in Diophantine geometry.

Conjecture 4.2.5.1. Let F0 ⊂ C be a number field, let V be a scheme
of finite type over OF0

, and let V ′ be a closed subscheme of V . Then
the following conditions are equivalent.

(i) The image of any morphism C → V (C) of complex analytic
spaces is contained in V ′(C).
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(ii) For any finite extension F of F0 and for any finite set S of places
of F containing all archimedean places of F , V (OS)r V ′(OS) is finite.

Question 5 is based on the analogy with this conjecture.
In Question 5 (1), we consider an arithmetic version X̄ of X̄(C) (if

it exists) in place of V and we consider X̄ rX in place of V ′.
In Question 5 (2), we consider X̄ in place of V .
In Question 5 (3), we consider X in place of V taking the empty set

as V ′.

The following Question 6 (1)–(3) present inequalities which are sim-
ilar to those in Question 4, but the difference is that the generic parts
(Xgen(F ) etc.) are considered in Question 4 whereas the total space
(X(F ) etc.) are considered in Question 6.

4.2.6. Question 6.

(1) Assume we are in Situation (I) and assume G is reductive. Is
there an ample Λ (3.6.9) satisfying the following? Fix a finite set of
places S0 of F0 which contains all archimedean places of F0. Then there
exists c ∈ R>0 such that

(
∏

v∈ΣS(M) ](Fv)) ·DS0
(F/F0) ≥ c[F :F0] ·HΛ(M)

for any finite extension F of F0 in C and for any M ∈ X(F ).
Here S and ΣS(M) are as in Question 4 (1).

(2) Assume we are in Situation (II) and assume G is reductive. Fix
B. Is there an ample Λ satisfying the following? If f ∈Mhor(B,X(C))
and c ∈ R, we have

N
(1)
f,♥(r) +NRam(Π)(r) ≥exc Tf,Λ(r) + c.

(3) Assume we are in Situation (III) and assume G is reductive. Fix
C. Are there an ample Λ and c ∈ R such that

](Σ(H)) ≥ hΛ(H) + c

for any H ∈Mhor(C,X(C))? Here Σ(H) denotes the set of points in C
at which H degenerates.

Remark 4.2.6.1. If the answer to Question 6 (2) is Yes, then the
answer to Question 6 (3) is Yes. This follows from 3.7.1 and 3.7.2.

Remark 4.2.6.2. If the answer to Question 6 (1) is Yes and if (i) ⇒
(iv) in Question 2 is true, we have the answer Yes to Question 5 (3).
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4.3. Speculations on the number of motives of bounded
height

4.3.1. Fix an ample Λ (3.6.9). Consider Situation (I). We fix a finite
extension F of F0 in C.

For t ∈ R>0, define

N(HΛ, t) := ]{M ∈ X(F ) | HΛ(M) ≤ t},
Ngen(HΛ, t) := ]{M ∈ Xgen(F ) | HΛ(M) ≤ t}.

We expect that these numbers are finite (Question 3 in Section 4.1).

4.3.2. Question 7. Do we have

N(HΛ, t) = cta log(t)b(1 + o(1)), Ngen(HΛ, t) = c′ta
′
log(t)b

′
(1 + o(1))

for some constants a, a′ ∈ R≥0, b, b′ ∈ 1
2Z, c, c

′ ∈ R≥0? Do we have
a, a′ ∈ Q in the case c(i), t(w, d) ∈ Q in the definition of Λ?

4.3.3. Define α ∈ R≥0 ∪ {∞} to be the inf of all s ∈ R≥0 satisfying
the following condition (i).

(i) For any connected projective smooth curve C over C and for any
H ∈Mhor(C,X(C)), we have

shΛ(H) + h♠(H)− h♥(H) ≥ 0.

(α is defined to be ∞ if such s does not exist).

Remark 4.3.4. The inequality shΛ(H) + h♠(H) ≥ h♥(H) can be
written also as deg(f∗Ω1

X̄(C)) + shΛ(H) ≥ 0 (f = H ∈ Mhor(C,X(C)))
by using the partial toroidal compactification X̄(C) of X(C).

The next question arises following the analogy with the conjecture
[1] of Batyrev-Manin.

4.3.5. Question 8. Assume that Xgen(F ) is not empty. Do we
have

lim
t→∞

log(Ngen(HΛ, t))

log(t)
= α <∞?

4.3.6. Example. In Example 1.4.6, consider the case F0 = Q and
M0 = Z⊕ Z(1)n for some n ≥ 1.

We have X(C) = Ext1QMHS(Z,Z(1)n) = (C×)n. X(F )=
Ext1MM(F,Z)(Z,Z(1)n), where MM(F,Z) is the category of mixed mo-
tives with Z-coefficients over F . Let X ′(F ) = (F×)n. We have a
canonical map X ′(F )→ X(F ) and a philosophy of mixed motives sug-
gests that this map should be bijective. We will compute the number
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of motives of bounded height replacing X(F ) by X ′(F ) and replacing
Xgen(F ) by the inverse image X ′

gen(F ) of Xgen(F ) in X ′(F ). Then
(ai)1≤i≤n ∈ X ′(F ) = (F×)n belongs to X ′

gen(F ) if and only if a1, . . . , an
are linearly independent in the Q-vector space F× ⊗Q. For a ∈ (F×)n,
let Ma ∈ X(F ) be its image.

We take Λ such that t(0, 2) = 1. We have

HΛ(Ma) = exp(
∑
v

(
n∑

i=1

log(|ai|v)2)1/2),

where v ranges over all places of F . (This is proved as Part I, 1.7.8
which treats the case n = 1.)

We prove

lim
t→∞

log(Ngen(HΛ, t))

log(t)
= 1 = α.

First we prove α = 1. If H ∈ Mhor(C,X(C)) corresponds to the
extension 0 → Z(1)n → H → Z → 0 defined by a family (fi)1≤i≤n of
non-zero elements fi of the function field of C, then

hΛ(H) =
∑
x∈C

(

n∑
i=1

ordx(fi)2)1/2,

h♠(H) = 0,

h♥(H) =
∑
x∈C

GCD{|ordx(fi)| | 1 ≤ i ≤ n},

where GCD is the greatest common divisor. Hence shΛ(H) + h♠(H) ≥
h♥(H) means shΛ(H) ≥ h♥(H). We have clearly hΛ(H) ≥ h♥(H). On
the other hand, if we take fi = 1 for 2 ≤ i ≤ n, we have hΛ(H) =
h♥(H) =

∑
x∈C |ordx(f1)|. These prove α = 1.

Next we prove limt→∞ log(Ngen(HΛ, t))/ log(t) = 1.
Let V := Gn

m, V̄1 = (P1)n, and let D1 be the divisor V̄1 r V with
simple normal crossings. Let V̄2 be the blowing-up of V̄1 along all in-
tersections of two irreducible components of D1 (i.e. the bowing-up of
V̄1 by the product ideal of OV̄1

of the ideals which define intersections
of two irreducible components of D1). Let D2 be the divisor V̄2 r V
on V̄2 with simple normal crossings. Then for i = 1, 2, the height func-
tion H(i) associated to the divisor Di on V̄i is described as follows. For
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a = (ai)1≤i≤n ∈ (F×)n,

H(1)(a) = exp(
∑
v

n∑
i=1

| log(|ai|v)|),

H(2)(a) = exp(
∑
v

max{| log(|ai|v)| | 1 ≤ i ≤ n})

where v ranges over all places of F . Since Di is rationally equivalent
to −Ki where Ki is the canonical divisor of V̄i, the work [2] shows that
limt→∞ log(N(H(i), t))/ log(t) = 1 for i = 1, 2 by [2]. Since H(1)(a) ≥
HΛ(Ma) ≥ H(2)(a), this shows limt→∞ log(N(HΛ, t))/ log(t) = 1. We
can obtain limt→∞ log(Ngen(HΛ, t))/ log(t) = 1 from it easily.

4.3.7. The following Question 9 is a refined version of Question 8.
In Question 9, we consider the type of monodromy.

Consider the quotient set Σ/ ∼ of Σ (3.8.1) where ∼ is the following
equivalence relation. For N,N ′ ∈ Lie(G), R≥0N ∼ R≥0N

′ if and only
if there are (g, t) ∈ G(C) and c ∈ C× such that N ′ = cAd(g)(N) in
Lie(G)C. Let Σ′ be a subset of Σ/ ∼ which contains the class of the cone
{0}.

Let S be a finite set of places of F which contains all archimedean
places of F and all non-archimedean places of F at which Mb is of bad
reduction. We define the height function h♥,Σ′(H) and the counting
function Ngen,S,Σ′(H, t), which take the shapes of the monodromy oper-
ators into account.

For a connected projective smooth curve C and for H ∈Mhor(C,X(C)),
define h♥,Σ′(H) =

∑
x h♥,x(H) ∈ Z≥0 where x ranges over all points of

C which satisfy the following condition (i).

(i) The image of x under the composite map

C
H→ X̄(C)→ G(Q)\(Σ× (G(Af

Q)/K))→ G(Q)\Σ→ Σ/ ∼

belongs to Σ′. Here G(Q) acts on Σ by conjugation.

Let Ngen,S,Σ′(HΛ, t) be the number of M ∈ Xgen(F ) which appear
in the definition of Ngen(HΛ, t) and which satisfy the following condition
(ii) at each place v /∈ S of F .

(ii) There is an element class(R≥0N) (with N ∈ Lie(G) nilpotent)
of Σ′ which satisfies the following: Let p = char(Fv). For any prime
number ` 6= p, there are t, c ∈ Q̄×

` and an isomorphism Q̄` ⊗Q`
Met,Q`

∼=
H0,Q̄`

of Q̄`-vector spaces which preserves W and via which 〈 , 〉w on
Q̄` ⊗Q`

grWw Met,Q`
corresponds to tw〈 , 〉0,w on grWw H0,Q̄`

for any w ∈ Z
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and the local monodromy operator N ′
v corresponds to cN . Furthermore,

there are t, c ∈ F̄×
v and an isomorphism F̄v ⊗Fv,0,ur Dpst(Fv,Met,Qp

) ∼=
H0,F̄v

of F̄v-vector spaces which preserves W and via which 〈 , 〉w on
F̄v ⊗Fv,0,ur gr

W
w Dpst(Fv,Met,Qp

) corresponds to tw〈 , 〉0,w on grWw H0,F̄v

for any w ∈ Z and the local monodromy operator N ′
v corresponds to

cN .
4.3.8. The above h♥,Σ′ can be expressed in the form

h♥,Σ′(H) =
∑
x∈C

e(x), (f∗IΣ′)x = m
e(x)
C,x

where IΣ′ is the invertible ideal of OX̄(C) which coincides with IX̄(C) in
3.8.8 at points of X̄(C) whose classes in Σ/ ∼ belong to Σ′ and coincides
with OX̄(C) at the other points of X̄(C).

4.3.9. Let the notation be as in 4.3.7. Let F be a number field. Let
S be a finite set of places of F containing all archimedean places. Define
the modified version

αΣ′ of α in 4.3.3
by replacing

sh(H) + h♠(H)− h♥(H) ≥ 0 by sh(H) + h♠(H)− h♥,Σ′(H) ≥ 0.

Question 9. Assume Xgen(F ) 6= ∅. Do we have

lim
t→∞

log(Ngen,S,Σ′(HΛ, t))

log(t)
= αΣ′?

4.3.10. Iwasawa’s class number formula ([17], page 212, Theorem
4) describes the asymptotic behavior of the class numbers of the fields
Q(ζpn) when n moves, where ζpn denotes a primitive pn-th root of 1. We
wonder whether there is a similar formula for the asymptotic behavior
of the orders of {M ∈ X(F0(ζpn)) | HΛ(M) ≤ td(n)} when n moves (t
is fixed, d(n) := [F0(ζpn) : F0]). As is described in Part I, 2.6.15, the
study of the number of motives of bounded height is related to Tama-
gawa number conjecture (class number formula) for motives. Hence this
behavior of the numbers of motives when number fields change should
be regarded as a problem of Iwasawa’s class number formula for motives.

Correction to Part I. In Part I ([19]), page 471, line 5, the name
of Tung Nguyen is written as N. Tung, not as T. Nguyen. The author
is very sorry to him for this.

Complement to Part I. The work of K. Česnavičius and T.
Koshikawa quoted in Part I, 1.3.8 (2) is described in their paper [7].
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