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Dependence
Pairwise dependence of variates is a main issue in statistical analysis 
and various measures have been proposed.

Measures of dependence

• Rank based measure ( Kendall’s tau,  Spearman’s rho )

+  Robustness, and close link to copula

+  Difficult to understand the exact meaning

• Second moment measure ( Pearson’s correlation coefficient )

+  Normalized inner product of two variates

→ Mathematically simple, and easier to understand the meaning

+  Possible to be extended to measures of conditional dependence

→ Partial correlation, conditional correlation



Our interest
For a random vector distributed the multivariate Normal, the 

following two propositions hold true.

P1:  Zero correlation between two variables is equivalent to their

independence.

→ very restrictive to the Normal and its neighbors

P2:  Partial correlation coefficient is equal to conditional  correlation
coefficient.

→ not restrictive to the Normal and its neighbors

↓
Question:
Do these propositions hold true when we depart from the normal?



Outline of this presentation
§1  Zero Correlation and Independence

About P1 

§2  Partial Correlation and Conditional Correlation 
• A necessary and sufficient condition for 

equivalence of partial and conditional covariance
• A sufficient condition (Condition C) for P2.

§3  Multiplicative Correlations
A key to Condition C



§1. Zero Correlation and 
Independence

There is a case where zero correlation of two variables is equivalent to 
their independence other than the normal.



Theorem 1 was directly proved in Baba, Shibata 
and Sibuya (2004), but it is essentially known from 
the following properties of a normal copula for 
increasing transformations:

• A bivariate normal copula with correlation ρ is 
equal to independent copula if and only if ρ=0.

• A copula of (X, Y) is invariant under strictly 
increasing transformations of X and Y.

( see, for example, Nelsen, R. B., 1999 )



§2.  Partial Correlation 
and Conditional Correlation 

When we think of conditional independence of variates,  two typical 
measures are proposed: Partial correlation and Conditional Correlation.







Condition C



Example I.  Elliptical Distribution



Example I.  Elliptical Distribution (2)



Example II.  Distribution generated 
from generalized Pareto distribution



Example II.  Distribution generated 
from generalized Pareto distribution (2)



Example II.  Distribution generated 
from generalized Pareto distribution (3)



Example III.  Distributions in  



Example III.  Distributions in           (2)



§3.  Multiplicative Correlations









Factorization of variables





Eigen values



Invariance Properties



Invariance Properties  (2)



Multivariate Distributions with 
Multiplicative Correlations



Multivariate Distributions with 
Multiplicative Correlations  (2)
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Concluding Remarks
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