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Preface

This is the lecture note for graduate students. This lecture has been continued, with gradu-
ally improvement, for about 15 years in the faculty of science and technology of Keio university™.
In this lecture, I explain “quantum language” (=“measurement theory”), which was proposed
as

the fundamental theory of quantum information science

by myself. Quantum language is a language that is inspired by the Copenhagen interpretation
of quantum mechanics, but it has a great power to describe classical systems as well as quantum
systems. In this lecture, I assert that quantum language, roughly speaking, has the three aspects
as follows.

s The three aspects of quantum language ~
@D: the standard interpretation of quantum mechanics

(i.e., the true colors of the Copenhagen interpretation)
@: the final goal of the dualistic idealism (Descartes=Kant philosophy)
3: theoretical statistics of the future

- J
And therefore, I assert that

The main assertion of this lecture

Quantum language is the most fundamental language in science.

! This preprint is the second version of

Ref. [47): S. Ishikawa, “Linguistic interpretation of quantum mechanics: Quantum Language”, Dept.
Math. Keio University, 2015, KSTS/RR-15/001, 416 pages, [Ver. 1]
(http://www.math.keio.ac.jp/en/academic/research.html)

or, (http://www.math.keio.ac.jp/academic/research_pdf/report/2015/15001.pdf)

Roughly speaking, we say that [Ver. 2]=¢[Ver. 1]+ Sec.11.2( Wave function collapse)”, though there are many
small improved points.
Also, for my recent results, see my homepage (http://www.math.keio.ac.jp/~ishikawa/indexe.html)


http://www.math.keio.ac.jp/en/academic/research.html
http://www.math.keio.ac.jp/academic/research_pdf/report/2015/15001.pdf
http://www.math.keio.ac.jp/~ishikawa/indexe.html
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The purpose of this lecture is to explain these assertions. Also, this lecture note may be
regarded as the revised edition of the following two:

e [29]: S. Ishikawa, [Mathematical Foundations of Measurement Theory, Keio University|
Press Inc. 2006, (335 pages) .|

e [38]: S. Ishikawa, Measurement Theory in the Philosophy of Science, larXiv:1209.3483
[physics.hist-ph]| 2012, (177 pages)



http://www.keio-up.co.jp/kup/mfomt/
http://www.keio-up.co.jp/kup/mfomt/
http://arxiv.org/abs/1209.3483
http://arxiv.org/abs/1209.3483
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Chapter 1

My answer to Feynman’s question

Dr. R. P. Feynman (one of the founders of quantum electrodynamics) said the following wise
words:(f1) and (#2):

(#1) There was a time when the newspapers said that only twelve men understood the theory
of relativity. I do not believe there ever was such a time. There might have been a time
when only one man did, because he was the only guy who caught on, before he wrote his
paper. But after people read the paper a lot of people understood the theory of relativity
in some way or other, certainly more than twelve. On the other hand, I think I can safely
say that nobody understands quantum mechanics.

(#2) We have always had a great deal of difficulty understanding the world view that quantum
mechanics represents. ------ I cannot define the real problem, therefore I suspect there’s
no real problem, but I'm not sure there’s no real problem.

In this lecture, I will answer Feynman’s question (#;) and (f2) as follows.

(b) T am sure there’s no real problem. Therefore, since there is no problem that should be
understood, it is a matter of course that nobody understands quantum mechanics.

This answer may not be uniquely determined, however, I am convinced that the above (b) is
one of the best answers to Feynman’s question (1) and (#2).

The purpose of this lecture is to explain the answer (b). That is, I show that

If we start from the answer (b),
we can double the scope of quantum mechanics.
And further, I assert that

Metaphysics (which might not be liked by Feynman )
is located in the center of science.

In this lecture, I will show the above.

!The importance of the two (#;) and (#2) was emphasized in Mermin’s book [61]
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2 Chapter 1 My answer to Feynman’s question

1.1 Quantum language (= measurement theory)
1.1.1 Introduction

In this lecture, I will explain “quantum language (= measurement theory (=MT))”, which

is located as illustrated in the following figure:

Figure 1.1. [The location of quantum language in the history of world-description (cf. ref.[31]) ]

roTTTTTTTTTT the realistic view —————"~"""""""""-- T
! |
} relativity \ (unsolved) }
i (monism) — [theory | ——(@®) ® theory of i

N ——everythin,
Parmenides \ ® M g |
Socrates | (realism) quantum (quantum phys.) !
(0):Greek Schola. L — | mechanics (1) g J
phﬂosophy _— g gt
Plato sticism . language ®\ ,
Aristotle (dualism) o | (=MT) :
Descartes (linguistic view) | quantum .
Locke,... linguistic ' S !
® : language —| language !

— | Kant philosophy ———

; ; ! (language) !
(idealism) | l
N . I 1
statistics laneuage |
system theory :g4g>@‘ :
t-- the linguistic view----

Figure 1.1: The history of the world-view

It should be noted that the above figure automatically gives answers to the following ques-

tions

(M: What should be the standard interpretation of quantum mechanics?
®: What did Descartes-Kant philosophy want to do? =

®: How will theoretical statistics evolve?

Therefore,

Figure 1.1 is all in this lecture.

2 In this note, philosophy is always used as a metaphor.
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#Note 1.1. If most physicists feel something like metaphysics in quantum mechanics, the reason
is due to |Figure 1.1. That is, we consider that there are two “quantum mechanics”, that is,
“(realistic) quantum mechanics” in () and “(metaphysical) quantum mechanics” in @. Namely,

“(realistic) quantum mechanics” in ()
e quantum mechanics
“(metaphysical) quantum mechanics” in (0

The former is not completed yet. The latter is “the usual quantum mechanics” studied in
undergraduate course of university. In this lecture, we are not concerned with the former.

ANote 1.2. If readers are familiar with quantum mechanics, it may be recommended to read the
following short papers before reading this lecture text.

(a) Ref. [30]: S. Ishikawa, A New Interpretation of Quantum Mechanics: |[Journal of quantum
information science: Vol.1(2), pp.35-42, 2011

(b) Ref. [31]:S. Ishikawa, Quantum Mechanics and the Philosophy of Language: Reconsidera-
tion of traditional philosophies, Journal of quantum information science, Vol. 2(1), pp.2-9,
2012

(¢) Ref. [49] S. Ishikawa, Linguistic interpretation of quantum mechanics; Projection Pos-
tulate, Journal of quantum information science, Vol. 5, No.4 , 150-155, 2015, [DOI:
10.4236/jqis.2015.54017

(http://www.scirp.org/Journal/PaperInformation.aspx?PaperID=62464)

The similarities and differences between the linguistic interpretation and so called Copenhagen
interpretation have been clarified in the above (c).

1.1.2 From Heisenberg’s uncertainty principle to the linguistic in-
terpretation

As explained in §4.2,

(A) In 1991(cf. ref. [22])%, T found the mathematical formulation of Heisenberg’s uncertainty
principle (i.e., A, - A, > h/2 in (4.36)), which clarified that

e under what kind of condition does Heisenberg’s uncertainty principle hold?

I thought that this result is interesting. However, from immediately after the discovery (A),

the interpretation of quantum mechanics began to worry me. There are many interpretations

3Ref.[22]:S. Ishikawa, “Uncertainty relation in simultaneous measurements for arbitrary observables” [Rep.
Math. Phys. Vol.29(3), pp.257-273, 1991|


http://www.scirp.org/journal/PaperInformation.aspx?paperID=7610
http://www.scirp.org/journal/PaperInformation.aspx?paperID=7610
http://www.scirp.org/journal/PaperInformation.aspx?paperID=18194 
http://www.scirp.org/journal/PaperInformation.aspx?paperID=18194 
http://www.scirp.org/Journal/PaperInformation.aspx?PaperID=62464 
http://www.scirp.org/Journal/PaperInformation.aspx?PaperID=62464 
http://www.scirp.org/Journal/PaperInformation.aspx?PaperID=62464
http://www.sciencedirect.com/science/article/pii/003448779190046P
http://www.sciencedirect.com/science/article/pii/003448779190046P
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of quantum mechanics, for example, “the Copenhagen interpretation”, “the many world inter-
pretation”, “the probabilistic interpretation”, etc. In the applied field of quantum mechanics,
we can expect that the same conclusion is derived from different interpretations. In this sense,
the problem of “the interpretation of quantum mechanics” is not serious.

However, concerning Heisenberg’s uncertainty principle, this problem is important. That is
because the meaning of “errors” in Heisenberg’s uncertainty principle depend on the interpre-

tation of quantum mechanics (for example, the meaning of “errors (A, and A,)” depends on

the acceptance of “the collapse of wave function” or not). Thus,
e [ want to establish the “standard” interpretation of quantum mechanics.

In what follows, let me mention my idea (i.e., the linguistic interpretation of quantum

mechanics):

Recalling that quantum mechanics was called “matrix mechanics” (when quantum mechan-

ics was proposed (i.e., 1920s), I consider that

(B;) from the mathematical point of view, quantum mechanics is the theory of

“square matrix”
On the other hand,

(B2) from the mathematical point of view, classical mechanics is the theory of

“diagonal matrix”
Thus, we have the following problem:

(C) What is the interpretation which is common to both quantum system (B;) and classical

system (By)?
And we conclude that
e answer to the question is uniquely determined as “quantum language”,
D) th to th ti C)i i ly det ined as “ t 1 ”

where quantum language can describe classical systems as well as quantum systems.
Since quantum language is not physics but language (= metaphysics), quantum language (=
the linguistic interpretation of quantum mechanics) is completely different from other quantum

interpretations. In this sense, we are convinced that
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(E) quantum language (= the linguistic interpretation of quantum
mechanics ) is forever,

even if some propose the “final” interpretation of quantum mechanics in the realistic view

(i.e., ® in[Figure 1.1])
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1.2 The outline of quantum language

1.2.1 The classification of quantum language (=measurement the-
ory)

Quantum language (= measurement theory ) is classified as follows.

( ¢ classical system : Fisher statistics
ure e
P ( A })fp quantum system : usual quantum mechanics
1
(A) measurement theory
(=quantum language) cod t classical system : including Bayesian statistics, Kalman filter
mixe e
( A )yp quantum system : quantum decoherence
\ 2

Therefore, we have two kinds of quantum language, i.e., pure measurement theory and

mixed measurement theory. The former is formulated as follows.

|(pure) Axiom 1| [Axiom 2| |quantum linguistic interpretation)|
(Al) ’ pure measurement theory ‘ = ’ pure measurement ‘ =+ ’ Causality ‘—i— ’ Linguistic interpretation
(=quantum language) (cf. [§2.7) (cf. §10.3) (cf. §31)
a kind of spell(a priori judgment) the manual to use spells

And the mixed measurement theory (or, statistical measurement theory) is formulated as fol-

lows.
|(mixed)AXiom(m) 1) [Axiom 2| |quantum linguistic interpretation)|
(Az) ’ mixed measurement theory ‘ = ’ mixed measurement ‘ + ’ Causality ‘—i— ’ Linguistic interpretation
(=quantum language) (cf. [89.1)) (cf. §10.3) (cf. §3.1)
a kind of spell(a priori judgment) the manual to use spells

1.2.2 Axiom 1 (measurement) and Axiom 2 (causality)

Since the pure measurement theory is the most fundamental, we mainly devote ourselves
to pure measurement theory. Although it is impossible to read Axiom 1 ( measurement: [52.7))

and [Axiom 2 (causality; §10.3) at the present time, we present them as follows.
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- (B):Axiom 1 (measurement) pure type ~

(This will be able to be read in )

With any system S, a basic structure [A C AJ B(#) can be associated in which measurement

theory of that system can be formulated. In [A C A]p(g), consider a I1*-measurement
MZ(O:(X, F,F), S[p}) (or, C*-measurement My (O:(X, F,F), S[p]) ) That is, consider

e a IV*-measurement MZ(O,SM) ( or, C*-measurement MA(O:(X, F, F),S[p]) > of
an observable O=(X, ¥, F) for a state p(€ GF(A*) : state space)

Then, the probability that a measured value z (€ X) obtained by the W*-measurement
MZ(O, S[p]) ( or, C*-measurement My (O:(X, F,F), S[p]) ) belongs to = (€ F) is given by

p(F(E)(= a-(p, F(E))7) (1.1)
(if F(Z) is essentially continuous at p, or see Definition 2.14] ).
- J
And
s ‘(C): Axiom 2 (causality) ‘ ~

(This will be able to be read in §10.3))

Let T' be a tree (i.e., semi-ordered tree structure). For each t(€ T), a basic structure
[A; C A, B(H,) is associated. Then, the causal chain is represented by a 11"~ sequential

causal operator {®;, ,, : A, — ﬁtl}(tlh)eTg < or, C*- sequential causal operator

{ @t Aty — ‘At1}(t1,t2)eT§ )
\_ J

Here, note that

(D;) the above two axioms are kinds of spells (i.e., incantation, magic words, meta-

physical statements), and thus, it is impossible to verify them experimentally.

In this sense, the above two axioms correspond to “a priori synthetic judgment” in Kant’s
philosophy (cf. [53]). Therefore,

(D2) what we should do is not to understand the two, but to learn the spells (i.e.,

Axioms 1 and 2) by rote.
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Of course, the “learning by rote” means that we have to understand the mathematical defini-

tions of followings:

e basic structure [A C A]pp), state space &F(A*), observable O=(X, J, F), etc.

#Note 1.3. If metaphysics did something wrong in the history of science, it is because metaphysics
attempted to answer the following questions seriously in ordinary language:

(#1) What is the meaning of the keywords (e.g., measurement, probability, causality) ?

Although the question (f;) looks attractive, it is not productive. What is important is to create
a language to deal with the keywords. So we replace (#1) by

(#2) How are the keywords (e.g., measurement, probability, causality) used in quantum language
?

The problem (1) will now be solved in the sense of (f2).

ANote 1.4. Metaphysics is an academic discipline concerning propositions in which empirical
validation is impossible. Lord Kelvin (1824-1907) said

Mathematics is the only good metaphysics.

Here we step forward:
(1) Quantum language is another good metaphysics.
Lord Kelvin might think that Kant philosophy (Critique of Pure Reason [53]) is not good

metaphysics. However, I consider that a priori synthetic judgment (i.e., axiom which cannot be
examined by experiment) corresponds to [Axiom 1l and [Axiom 2]. That is,

a priori synthetic judgment‘ ( <—>d : ’Axiom 1l and [Axiom 2‘
correspondence

( Kant philosophy ) (quantum language)

See ref. [31]:S. Ishikawa, Quantum Mechanics and the Philosophy of Language: Reconsideration
of traditional philosophies,|Journal of quantum information science, Vol. 2(1), pp.2-9, 2012


http://www.scirp.org/journal/PaperInformation.aspx?paperID=18194 
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1.2.3 The linguistic interpretation
Axioms 1 and 2 are all of quantum language. Therefore,

(4) after learning Axioms 1 and 2 by rote, we need to brush up our skills to use them through

trial and error.
Here, let us recall a wise saying
e Faxperience is the best teacher, or custom makes all things
and our experience
e A manual helps us to master the rules quickly.

Thus, we understand

to master the linguistic interpretation of quantum mechanics

= to make practice with a manual to use Axioms 1 and 2

Although the linguistic interpretation (= the linguistic Copenhagen interpretation ) is com-

posed of many statements, the simplest and best representation may be as follows.

(E):The linguistic interpretation )

(This will be explained in §3.1))

Only one measurement is permitted.

We can also choose apparently opposite viewpoints concerning the linguistic interpretation,

though they look a bit too extreme.

(E1) Through trial and error, we can do well without the linguistic interpretation.

(E2) All that are written in this note are a part of the linguistic interpretation.

They are viewpoints obtained from the opposite standpoints. In this sense, there is a reason

to regard this lecture note as something like a cookbook.
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ANote 1.5. Kolmogorov’s probability theory (c¢f. [54] ) starts from the following spell:

(#) Let (X,J,P) be a probability space. Then, the probability that a event Z(€ F) happens
is given by P(2)

And, through trial and error, Kolmogorov found his extension theorem, which says that

(#) Only one probability space is permitted.

This surely corresponds to the linguistic interpretation “Only one measurement is permitted.”
That is,

(the most fundamental theorem) (the linguistic interpretation)
— (correspondence)
Probability theory —

(Only one probability space is permitted) (Only one measurement is permitted)

’ Quantum language

In this sense, we want to assert that

(#) Kolmogorov is one of the main discoverers of the linguistic interpretation.

Therefore, we are optimistic to believe that the linguistic interpretation “Only one measurement
is permitted” can be, after trial and error, acquired if we start from Axioms 1 and 2. That is,
we consider, as mentioned in (Hj), that we can theoretically do well without the linguistic
interpretation.

1.2.4 Summary

Summing up the above arguments, we see:
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-

(F): Summary ( All of quantum language ) ~

Quantum language (= measurement theory ) is formulated as follows.

[Axiom 1] [Axiom 2| [quantum Tinguistic interpretation]
’measurement theory‘ = ’Measurement ‘ + ’ Causality‘—l—’ Linguistic interpretation‘ (1.2)
(=quantum language) (cf. [82.7) (¢f. §10.3) (¢f. §31)
- > A g
v Vv
a kind of spell(a priori judgment) manual to use spells

[Axioms]. Here

(F1) Axioms 1 and 2 are kinds of spells, (i.e., incantation, magic words, metaphysical
statements), and thus, it is impossible to verify them experimentally. In this sense, I
consider that

’a priori synthetic judgment‘ _— | Axioms 1 and 2]
(Kant philosophy) quantization (quantum language)

Therefore, what we should do is not “to understand” but “to use”. After learning
Axioms 1 and 2 by rote, we have to improve our skills to use them through trial and
error.

[The linguistic interpretation|. From a pure theoretical point of view, we do well
without the interpretation. However,

(F2) it is better to know the linguistic interpretation of quantum mechanics (= the manual
to use Axioms 1 and 2), if we want to make quick progress in using quantum language.

The most important statement in the linguistic interpretation |(§3.1)| is

Only one measurement is permitted.

After all, we think that

Continental Rationalism
[Axioms]
Descartes philosophy — — Kant philosophy
[dualistic idealism] British empiricism [quantum language]
[Linguistic interpretation]
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1.3 Example: “Cold” or “Hot”

Axioms 1 and 2 (mentioned in the previous section ) are too abstract. And thus, I am afraid
that the readers feel that it is too hard to use quantum language. Hence, let us add a simple
example in this section.

It is sufficient for the readers to consider that our purpose in the next chapters is

e to bury the gap between Axiom 1 and the following simple example (i.e., “Cold” or

HHOt?? ) .

Example 1.2. [The measurement of “Cold or Hot" for the water in a cup]  Let testees drink
water with various temperature w °C (0 £ w < 100). And assume: you ask them “Cold or Hot
77 alternatively. Gather the data, ( for example, g.(w) persons say “Cold”, g,(w) persons say

“Hot”) and normalize them, that is, get the polygonal lines such that

. gC(“)
fc(w) ~ the numbers of testees
gn(w)
pr— ].-
fh(w) the numbers of testees ( 3)
And
1 (0 < w < 10)
flw)y=¢ B2 (W0Sw=70) ,  fulw)=1- f(w)
0 (70 § w S 100)

Jn

0 10 20 30 40 50 60 70 80 90 100

Figure 1.2: Cold or hot?
Therefore, for example,

(A1) You choose one person from the testees, and you ask him/her whether the water (with
55 °C) is “cold” or “hot” ?. Then the probability that he/she says [

“hot”
fo(55) = 0.25
by {fh(55) :o.75}

} is given
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In what follows, let us describe the statement (A;) in terms of quantum language (i.e., Axiom
1).

Define the state space 2 such that © = interval [0, 100](C R(= the set of all real numbers))
and measured value space X = {c,h} ( where “¢” and “h” respectively means “cold” and
“hot”). Here, consider the “[C-H]-thermometer” such that

E } with probability [ ;Z((C:}) } This

(Ay) for water with w °C, [C-H]-thermometer presents

[C-H]-thermometer is denoted by O = (f., fr)

Note that this [C-H]-thermometer can be easily realized by “random number generator”.

Here, we have the following identification:
(As) (A1) <= (A2)

Therefore, the statement (A;) in ordinary language can be represented in terms of measurement
theory as follows.

(A4) When an observer takes a measurement by [[C-H]-instrument)] for
measuring instrumentO=(fc, f},)

[water] with ~ [55°C] | the probability that measured value [ ; }

(System (measuring object)) (state(=w € Q) )

f.(55) = 0.25 1

is obtained is given by [ £u(55) = 0.75
h =0.

This example will be again discussed in the following chapter(Example 2.31]).
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Axiom 1 — measurement

Quantum language (= measurement theory ) is formulated as follows.

[Axiom 1] [Axiom 2] [quantum linguistic interpretation|
. ’measurement theory‘ := | Measurement —i—’Causality ‘+ ’Linguistic interpretation
(=quantum language) (cf. [§2.7) (¢f. §10.3) (cf. §31)
a kind of spell(a priori judgment) manual to use spells

Measurement theory asserts that

e Describe every phenomenon modeled on Axioms 1 and 2 (by a hint of the linguistic inter-
pretation)!

In this chapter, we introduce [Axiom 1/ (measurement). [Axiom 2| concerning causality will be
explained in Chapter [L0.

2.1 The basic structurelA C A C B(H)|; General theory

The Hilbert space formulation of quantum mechanics is due to von Neumann. I cannot
emphasize too much the importance of his work (cf. [70]).

2.1.1 Hilbert space and operator algebra

Let H be a complex Hilbert space with a inner product (-,-), where it is assumed that
(u, vy = au,v) (Vu,v € H,a € C(= the set of all complex numbers)). And define the norm
[ull = [(u, u)[*/2. Define B(H) by

B(H)={T:H — H | T is a continuous linear operator} (2.1)
B(H) is regarded as the Banach space with the operator norm || - || g(s), where
TN By = Sup 1Tzl (VT € B(H)) (2.2)
z||lg=1

15
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Let T'€ B(H). The dual operator T* € B(H) of T is defined by
(T"u,v) = (u, Tv) (Vu,v € H)
The followings are clear.
(T*) =T, (IT) =117
Further, the following equality (called the “C*-condition”) holds:
1T T\ = |TT*|| = |T||* = |T*|* (VT € B(H)) (2.3)

When 7" = T* holds, T is called a self-adjoint operator (or, Hermitian operator). Let T, (n €
N ={1,2,---}),T € B(H). The sequence {T,}>°, is said to converge weakly to T' (that is,
w—lim, oo T, =T), if

lim (u, (7, — T)u) =0 (Vu e H) (2.4)

n—oo
Thus, we have two convergences (i.e., norm convergence and weakly convergence) in B(H)%.

Definition 2.1. [C*-algebra and W*-algebra] A(C B(H)) is called a C*-algebra, if it satisfies
that

(A1) A(C B(H)) is the closed linear space in the sense of the operator norm || - || g(x).
(Ag) A is #-algebra, that is, A(C B(H)) satisfies that

L, Fhe A= F - F, e A, FeA=F'cA
Also, a C*-algebraA(C B(H)) is called a W*-algebra, if it is weak closed in B(H).

2.1.2 Basic structure[A C A C B(H)]; general theory

Definition 2.2. Consider the basic structure [A C A C B(H)] ( or, denoted by [A C Alpgm
). That is,

e A(C B(H)) is a C*-algebra, and A(C B(H)) is the weak closure of A.

Note that 1¥*-algebra A has the pre-dual Banach space A, ( that is, (A,)* = A ) uniquely.
Therefore, the basic structure[A C A C B(H)] is represented as follows.

s (B): General basic structure:[4A C A C B(H)] ~

‘A*

Tdual

S— —— [B(#H) (25)
subalgebra-weak-closure subalgebra
pre-dual
A.
NG J

L Although there are many convergences in B(H), in this paper we devote ourselves to the two.
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2.1.3 Basic structure[A C A C B(H)| and state space; General the-
ory
The concept of “state space” is fundamental in quantum language. This is formulated in

the dual space A* of C*-algebra A ( or, in the pre-dual space A, of W*-algebra A).
Let us explain it as follows.

Definition 2.3. [State space, mixed state space] Consider the basic structure:
(A CACB(H)

Let A* be the dual space of the C*-algebraA. The mixed state space & (A*) and the pure
state space GP(A") is respectively defined by

(a) &™(A") ={p e A" [l

w=1,p>0 (ic., p(T*T) > 0(VT € A))}

(b) &P(A*) = {p € & (A*) | pis a pure state}. Here, p(€ &™(A*)) is a pure state if and
only if

p=api+(l—a)ps, pr,p2 € &"(A"),0<a<l= p=pi=p,

The mixed state space 6™ (A*) and the pure state space GP(A*) are locally compact spaces
(cf. ref.[T4]).

Assume that A, is the pre-dual space of A. Then, another mixed state space & (A,) is
defined by

(c) 6"(A) ={pe A |llol

2. =L p>0(ie., p(I™T) > 0(VT € AN

That is, we have two “mixed state spaces”, that is, C*-mixed state space &™(A*) and W*-
N - m
mixed state space G (A.).

The above arguments are summarized in the following figure:

s (C): General basic structure and State spaces ~

SP(AY) C GM(AY) C A

C*-pure state C*-mixed state
Tdual

< ) — < . [B(H)

subalgebra-weak-closure subalgebra

l pre-dual

&"(A,) CA,

W*-mixed state
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Remark 2.4. In order to avoid the confusions, three “state spaces” should be explained in
what follows.

Fisher statistics - - - pure state space:&P(A*): most fundamental
(D) “state spaces” C*-mixed state space:&™(A*) : easy

Bayes statistics
W*-mixed state space:gm(fl*): natural, useful

In this note, we mainly devote ourselves to the W *-mixed state@m(ﬁ*) rather than the C*-
mixed state&™(A*), though the two play the similar roles in quantum language.



KSTS/RR-16/001
January 8, 2016

2.2 Quantum basic structure[C(H) C B(H) C B(H)| and State space 19

2.2 Quantum basic structure(C(H) C B(H) C B(H)| and
State space

If a conclusion is said previously, we say the following classification of (i.e., quantum state
space and classical state space):

(A)

General basic structure[A C A] B(H)

pure state space GP(A*)
C*-mixed state space &™(A*

)
W*-mixed state space & (Ax)

;

(A1):Quantum basic structure[C(H) C B(H)]pm)
(
)

pure state space &P (Tr(H)(~H))
C*-mixed state space &™(Tr(H))(=Tr41(H))
W*-mixed state space &™(Tr(H))(=Try1(H))

(Ay):Classical basic structure[Cy(2) € L>(Q, V)| p(r2(aw))

pure state space )
C*-mixed state space My1(€)

W*-mixed state space Ll (€,v)
In what follows, we shall explain the above classification (A):

) € B(H) € B(H)];

2.2.1 Quantum basic structure|[C(H
In quantum system, the basic structure[A C A C B(H)] is characterized as

[C(H) C B(H) C B(H)] 2.7)
That is, we see:
e (B): Quantum basic structure:[C(H) C B(H) C B(H)] —————~
Tr(H)
Tdual
S N c
6(H> subalgebra-weak-closure B ( H) subalgebra B (H) (2 . 8)
pre-dual
Tr(H)
N 4

Before we explain “compact operators class C(H)” and “trace class F(H)”, we have to
prepare “Dirac notation” and “CONS” as follows.
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Definition 2.5. [(i):Dirac notation] Let H be a Hilbert space. For any u,v € H, define |u)(v| €
B(H) such that

(lu)(v))w = (v,w)u  (Yw € H) (2.9)

Here, (v| [ resp. |u) | is called the “Bra-vector” | resp. “Ket-vector”].

[(i1):ONS(orthonormal system), CONS(complete orthonormal system)] The sequence {e}32; in a
Hilbert space H is called an orthonormal system (i.e., ONS), if it satisfies

1 (k=1j)
() <€I~c7€j> :{ 0 (k?#i)

In addition, an ONS {e;}72 ; is called a complete orthonormal system (i.e., CONS), if it satisfies
(f2) (z,ex) =0 (Vk =1,2,...) implies that = 0.

Theorem 2.6. [The properties of compact operators class C(H)] Let C(H)(C B(H)) be the
compact operators class. Then, we see the following (C;)-(Cy) ( particularly, “(C;)«> (Cg)”

may be regarded as the definition of the compact operators class C(H)(C B(H)) )
(Cy) T € C(H). That is,

e for any bounded sequence {u, }°°; in Hilbert space H, {Tu, }°°; has the subsequence

which converges in the sense of the norm topology.

(Cy) There exist two ONSs {ex}72, and {f;}72, in the Hilbert space H and a positive real

sequence {A;}22, (where, limy o Ay = 0 ) such that

T = Z Axlex) (frl (in the sense of weak topology) (2.10)
k=1
(C3) C(H)(C B(H)) is a C*-algebra. When T'(€ C(H)) is represented as in (Cs), the following
equality holds

Il B = max A (2.11)

(C4) The weak closure of C(H) is equal to B(H). That is,

C(H) = B(H) (2.12)
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Theorem 2.7. [The properties of trace class Tr(H)| Let Tr(H)(C B(H)) be the trace class.
Then, we see the following (3D;)-(Dy)( particularly, “(D;)«> (D3)” may be regarded as the
definition of the trace class Tr(H)(C B(H)) ).

(Dy) T € Tr(H)(C C(H) C B(H)).

(Dg) There exist two ONSs {ex}72, and {fy}72, in the Hilbert space H and a positive real
sequence {A;}p2, (where, > 77, Ay < 0o ) such that

T= Z Aklew) (fxl (in the sense of weak topology)
k=1

(D3) It holds that

C(H)*=Tr(H) (2.13)
Here, the dual norm || - |le(m)+ is characterized as the trace norm || - ||, such as
ITllzr = A (2.14)
k=1

when T'(€ Tr(H)) is represented as in (Dy),

(Dy4) Also, it holds that

Tr(H)* = B(H) in the same sense, Tr(H) = B(H). (2.15)

Remark 2.8. Assume that a Hilbert space H is finite dimensional, i.e., H = C", i.e., C" =
21

2
{z = ,2 | 2z € C,k=1,2,...,n}. Put

Tn
M(C,n) = The set of all (n x n)-complex matrices
and thus,
A=A=B(C")=C(H)=Tr(H) = M(C,n) (2.16)

However, it should be noted that the norms are different as mentioned in (C3) and (Dj).
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2.2.2 Quantum basic structure[C(H) C B(H) C B(H)| and State space;

Consider the quantum basic structure:

[C(H) € B(H) € B(H)]

and see the following diagram:

s (E): Quantum basic structure and State space ~

SP(Tr(H)) c 6™(Tr(H)) C Tr(H)

C*-pure state C*-mixed state
Tdual

C(H) = B(H)| —=—|B(H)
subalgebra-weak-closure subalgebra

pre-dual

&"(Tr(H)) c Tr(H)
W*-mixed state

. /

In what follows, we shall explain the above diagram.

Firstly, we note that
C(H)" =Tr(H), Tr(H)" = B(H) (2.18)

and

- m

& (Tr(H)) = &"(Tr(H))
={p= i)\nlenﬂenl o {en}n2, is ONS | i)\n =1\, >0}
::‘J'rﬂ(?;)l - (2.19)
Also, concerning the pure state space, we see:
&"(Tr(H))
={p=le)lel : llella =1} = Tri,(H) (2.20)
Therefore, under the following identification:

SP(Tr(H)) 3 |u){u] <+— uweH (lull = 1) (2.21)

identification

SP(Tr(H)) ={uc H : |ju| =1} (2.22)

where we assume the equivalence: u ~ ¢“u (# € R).
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Definition 2.9. Define the trace Tr : Tr(H) — C such that

T(T) = i(en, Te,) (VI e Tr(H)) (2.23)

n=1
where {e,}22, is a CONS in H. It is well known that the Tr(7") does not depend on the choice
of CONS {e, }22,. Thus, clearly we see that

o (1)), F) ) = Tr(|u)(ul - F) = (wFu)  (V[ully =1, F € B(H))  (2.24)
Remark 2.10. Assume that a Hilbert space H is finite dimensional, i.e., H = C". Then,

M(C,n) = The set of all (n x n)-complex matrices

That is,
Juu fiz o fia
po |l T2 p e M(C,n) (2.25)
fnl fn2 e fnn
As mentioned before, we see
A=A=B(C")=C(H)=Tr(H)= M(C,n) (2.26)
and further, under the following notations:
fu 0 0
Do . . 0 fao -+ 0 n
Tri,(C") = {dlagonal matrixF' = | . T ‘ Jrr =0, kak = 1}
: : . —
0 0 - fun
fir 0 -+ 0
0
‘J'rff(@") = {F =1 . f:22 € ‘J'rfl((C") ‘ frr =1 (for some k = j),=0 (k # ])}
0 0 - fun

We see,

mixed state space: Tr1(C") = {UFU* . F e Tr2(C"), U is a unitary matrix} (2.27)

pure state space: Trt,(C") = {UFU* . FeTr?l(C"), U is a unitary matrix} (2.28)
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2.3 Classical basic structure[Cy(Q2) € L>(Q,v) C B(L*(Q,v))]

2.3.1 Classical basic structure[Cy(Q2) C L>(Q2,v) C B(L*(Q,v))]

In classical systems, the basic structure[A C A C B(H)] is restricted to the classical basic

structure:
[Co(?) € L=(Q,v) € B(L*(Q,v))]

And we get the following diagram:
— (A): Classical basic structure: [Co(Q) C L>(Q,v) C B(L*(Q,v))] ———~

M(Q2)
Tdual
< R o c 5
CO(Q) subalgebra-weak-closure L (97 V) subalgebra B(L (Q’ V)) <229>
lpre—dual
LY (Q,v)
~ 4

In what follows, we shall explain this diagram.

2.3.1.1 Commutative C*-algebra Cy(f2) and Commutative W*-algebra L>(Q,v)
Let €2 a locally compact space, for example, it suffices to image {2 as follows.

R(= the real line), R*(= plane), R"(= n-dimensional Euclidean space),

[a, b](= interval), finite setQ(= {w1, ...,w,})

(with discrete metric dp)
where the discrete metric dp is defined by dp(w,w’) =1 (w # '), =0 (w =w').

Define the continuous functions space Cy(£2) such that

Co(2) ={f:Q— C| f is complex-valued continuous on 2, lim f(w) =0} (2.30)

w—0o0

where “lim,, . f(w) = 0” means

(B) for any positive real € > 0, there exists a compact set K (C 2) such that

{wlweQ\ K |f(w)] >et =10
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Therefore, if 2 is compact, the, the condition “lim, . f(w) = 07 is not needed, and thus,
Cy(9) is usually denoted by C'(€2). In this note, even if €2 is compact, we often denote C'(2) by
Co(Q).

Defining the norm || - |[¢y () in a complex vector space Cy(€2) such that
I fllcotey = ma | £ () (231)
we get the Banach space (C’O(Q), Il - ||CO(Q)>.
Let © be a locally compact space, and consider the o-finite measure space (€2, Bq, v/), where,

Bq, is the Borel field, i.e., the smallest o-field that contains all open sets. Further, assume that

(C) for any open set U C €2, it holds that 0 < v(U) < oo

ANote 2.1. Without loss of generality, we can assume that € is compact by the Stone-Cech
compactification. Also, we can assume that v(Q2) = 1.

Define the Banach space L" (€, v) (where, r = 1,2, 00) by the all complex-valued measurable

functions f : €2 — C such that

[HIACIRNES

The norm || f|1r,) is defined by

[ alr@P vide)] " (when r = 1,2)

1fllzr@w) = (2.32)

ess.sup| f(w)] (when r = o0)
we)

where

ess.sup,eqlf(w)] =sup{fa e R | v({w e Q @ |f(w)] = a}) >0}

L™(Q,v) is often denoted by L"(£2) or L"(2, Bg,v).

Remark 2.11. [Cy(Q)) C L>=(Q2,v) C B(L*(2,v))] Consider a Hilbert space H such that
H=L*Q,v)
For each f € L>(Q), define Ty € B(L*(Q,v)) such that

LX(Qv)3 ¢ —Ts(¢) = f-¢ e L*Qv)
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Then, under the identification:

L>*(Q) > f <«— T;€ B(L*(Qv)) (2.33)

identification

we see that
feL®) C B(L*(Qv))
and further, we have the classical basic structure:
[Co(€2) € L>(Q) C B(L*(Q,v))] (2.34)

This will be shown in what follows.

Riese theorem (cf. [74]) says that
Co(2)" = M(2)(= the set of all complex-valued measures on 2 ) (2.35)

Therefore, for any F' € Cy(Q), p € Co(2)* = M(Q2), we have the bi-linear form which is written

by the several ways such as

E) = o (0 F ) ey = ey (0 F) oy = [ FlDpla) (2.30)

Also, the dual norm is calculated as follows.

lpllco = sup{lp(F) | [|Fllco@) = 1} = sup I/QF(w)p(dw)\

1F|log =1

= sup (1Re(p()) — Re(p(=)) + [Im(p(T)) ~ Im(p(™)P) "

=,FeBg

=llpllae) (2.37)

=c

where, Z¢ is the complement of =, and Re(z)=“the real part of the complex number z”,
Im(z)="“the imaginary part of the complex number 2”.

Further, we see that
LYQ,v)* = L=(Q,v) in the same sense, LYQ,v) = L™®(Q,v),
Also, it is clear that
Co() € L=(,v)

For any f € L*>(Q,v), there exist f,, € Co(2),n = 1,2, .. such that
V({0 € Q| limy oo fulw) # F()} = 0

|fn(w)| S ||f||L°°(QvV) (vw S Q,VTL - ]-7 2737 )
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Therefore, we see

T [(6.(F = £)8) 0 VS B [ 1a(0) = @) 6)Pr(de) =0 (99 € 12(9,9))

| <
2(Q,v) T n—oo
Hence,

the weak closure of Cy(f2) is equal to L>(,v)

Then, we have the classical basic structure:

[Co(2) € L=(Q) € B(L*(,v))] (2.38)

Theorem 2.12. [Gelfand theorem (cf. [67]) ] Consider a general basic structure:
A CACB(H)

where it is assumed that A is commutative. Then, there exists a measure space (€2, B, )
(where Q is a locally compact space) such that

A=Cy(Q), A=L>Q,v), B(H)= B(L*(Q,v))

where € is called a spectrum.

2.3.2 Classical basic structure[Cy(Q2) C L>(Q,v) C B(L*(Q,v))] and
State space

Consider the classical basic structure [Co(Q) C L>®(Q2,v) C B(L?*(2,v))]. Then, we see the

following diagram:

- (D): Classical basic structure and State space ~

ML) © Ma@ MO

(=) (probability measure)
T dual
- -

C*-pure state C*-mixed state
Co(2)] ————— |L=(Q) ———— | B(L*(Q))
subalgebra subalgebra

weak-closure
l pre-dual

1 1
Lo ,(Q,v) C L (Qv)
(probability density function)
W*-mixed state

(2.39)
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In the above, the mixed state space &™(Cy(£2)*) is characterized as

&™(Co()") ={p € M(Q) = p= 0, [Ipllaey = 1}
={p € M(Q2) : pis a probability measure on 2 }
=M1() (2.40)

Also, the pure state space &P(Cy(2)*) is

SP(Co(2)7)
={p =0, € GP(Co(2)") : by, is the point measure at wy(€ Q),wy € O}
=M%, (9) (241)

Here, the point measure d,, € M(S?) is defined by
[ 7)) = 1) (9 € Col@)
Therefore,
MEL(Q) = &P(Co(2)7) 2 b e WwE Q (2.42)
Under this identification, we consider that
SP(Co()) = Q2
Also, it is well known that
LY(Q,v)* = L™(Q,v)

Therefore, the W*-mixed state space is characterized by

L4 (@) = {f € LQ) : [0, / F(w)(dw) = 1}
= the set of all probability density functions on €2 (2.43)

Remark 2.13. [The case that O is finite: Co(Q) = L>=(Q,v), M(Q2) = L'(Q2,v) ] Let Q be a
finite set {wy,ws, ...,w,} with the discrete metric dp and the counting measure v. Here, the

counting measure v is defined by

v(D) = #[D](= “the number of the elements of D”)
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Then, we see that
Co(2) ={F :Q — C| Fis a complex valued function on Q} = L>(Q, v)

And thus, we see that

k=1

k=1

and

FeLL(Qv) = > flw) =1 flw)>0

k=1

In this sense, we have the following identifications:
M (Q) = L, (Qv)  (or, M(Q) = LY(Q,v))

After all, we have the following identification:

Co(Q) =L®(Q)=C" M(Q)=LYQ) =C" (2.44)
where the norm || - ||y in the former is defined by
21
z9 "
2]lco@) = ,nax | 2| Va=| .| €C (2.45)
'1;774

and the norm || - [|a(o) in the latter is defined by

21
zZ2

lzlaeey =D lal  Vz=| | ecC (2.46)
k=1 .

Tn
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2.4 State and Observable—the primary quality and the
secondary quality—

2.4.1 In the beginning

Our present purpose is to learn the following spell (= Axiom 1) by rote.

r (A): Axiom 1(pure measurement)(cf. This will be able to be read in [§2.7) | ~

With any system S, a basic structure [A C AJ B(H) can be associated in which measurement
theory of that system can be formulated. In [A C A]pm), consider a IV *-measurement

MX(O:(X, T, F),S[p]) (or7 C*-measurement My (O:(X, F,F), S[p]) > That is, consider
e a IW*-measurement ME(O,SM) ( or, C*-measurement MA(O:(X, F, F),S[p]) ) of
an observable O=(X, ¥, F) for a state p(e G”(A*) : state space)
Then, the probability that a measured value z (€ X) obtained by the W*-measurement
Mz (0, S,) ( or, C*-measurement My (0O=(X, 5, F), S|, ) belongs to = (€ F) is given by
p(F(E)(= a(p, F(2))z)

(if F(Z) is essentially continuous at p, or see Definition 2.14! ).

\§ /

The “learning by rote” urges us to understand the mathematical definitions of

(#1) Basic structure[A C A]p(m), state space &F(A*)
(f2) observable O=(X,J, F'), etc.

In the previous section, we studied the above (#;), that is, we discussed the following clas-
sification:
(B) General basic structure[A C Alpr

state space [GP(A*),6™ (A*),E" (A.)]

( Quantum basic structure[C(H) C B(H)]p(m)
state space [6P(Tr(H)),6™ (Tr(H))=6"" (Tr(H))]

Classical basic structure[Co(Q2) € L*®(2, V)] sr2,0))
. state space [Q,M4+1(02),L>°(Q,v)]

In this section, we shall study the above (£2), i.e.,

“Observable”
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Recall the famous words: “the primary quality” and “the secondary quality” due
to John Locke, an English philosopher and physician regarded as one of the most influential
of Enlightenment thinkers and known as the “Father of Classical Liberalism”. We think the
following correspondence:

{ [state] +— [the primary quality]

[observable] «+— [the secondary quality] (2.47)

And thus, we think
e These (i.e., “state” and “observable”) are the concepts which form the basis of dualism.

Also, the following table (which may include my fiction ) promotes the better understanding

of quantum language as well as the other world-views( i.e., the conventional philosophies).

Table 2.1:  Observable - State - System in world-views (cf. Table 3.1))

World description\ Quantum language H observable ‘ state ‘ system ‘
Plato idea / /
Aristotle / eidos hyle
Locke secondary quality primary quality /
Newton / state point mass
statistics / parameter population
quantum mechanics observable state(~ wave function) particle

#Note 2.2. It may be understandable to consider
“observable” =‘“the partition of word” =*the secondary quality” (2.48)

For example, Chapter 1 (Figure 1.2)) says that ( fes fh) is the partition between “cold” and
“hot??'

fc fh

0 10 20 30 40 50 60 70 80 90 100
Chapter 1 (Figure 1.2): Cold or hot?

Also, “measuring instrument” is the instrument that choose a word among words. In this sense,
we consider that “observable” = “measurement instrument”. Also, The reason that John Locke’s
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sayings “primary quality (e.g., length, weight, etc.)” and “secondary quality (e.g., sweet, dark,
cold, etc.)” is that these words form the basis of dualism.

2.4.2 Dualism (in philosophy) and duality (in mathematics)

The following question may be significant:
(C1) Why did philosophers continue persisting in dualism?
As the typical answer, we may consider that

(Cq) “I” is the special existence, and thus, we would like to draw a line between “I” and

“matter”.

But, we think that this is only quibbling. We want to connect the question (C;) with the

following mathematical question:
(C3) Why do mathematicians investigate “dual space”?

Of course, the question “why?” is non-sense in mathematics. If we have to answer this, we have

no answer except the following (D):
(D) If we consider the dual space A*, calculation progresses deeply.

Thus, we want to consider the relation between the dualism and the dual space such as

{ [the primary quality] +— the state in the dual space A* (2.49)

[the secondary quality] <— the observable in C* algebra A (or, W*-algebra A)

Thus, we consider that the answer to the (Cy) is also “calculation progresses deeply”.

2.4.3 Essentially continuous

In §2.1.2] we introduced the following diagram:

- (E):General basic structure and state space ~

SP(A*) C G&mA*) C A*

C*—purestate C*-mixed state
Tdual

- \ —< . [B(H)

subalgebra-weak-closure subalgebra

l pre-dual

G"(A,) CA,

W*-mixed state
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In the above diagram, we introduce the following definition.

Definition 2.14. [Essentially continuous (cf. ref. [30] ) ] An element F(€ A) is said to be
essentially continuous at po(€ &™(A*)), if there uniquely exists a complex number « such
that

(F1) if p, (€ " (A.)) weakly converges to po(€ &™(A*)) (That is, lim, e (pn, G)A =
A (po, G)A (VG € A(C A) ), then lim,,_,o i (pn, F)Z =«

Then, the value po(F) (= 4 (,00, F)ﬁ) is defined by the «

Of course, for any po(€ &™(A*)), F(€ A) is essentially continuous at py.
This “essentially continuous” is chiefly used in th case that py(€ &P(A*)).

Remark 2.15. [Essentially continuous in quantum system and classical system]

I]: Consider the quantum basic structure [C(H) € B(H)]pm). Then, we see

Thus, we have p € &P(C(H)*) C Tr(H), I € C(H) = B(H), which implies that

p(G) = ey~ (P, F))B(H) = Ir(H) <p, F))B(H) (2.51)

Thus, we see that “essentially continuous” < “continuous” in quantum case.
T1]: Next, consider the classical basic structure [Co(Q2) C L>=(R2,v) C B(L*(2,v))]. A function
F (€ L>*(Q,v)) is essentially continuous at wy (€ 2 = &P(Cy(2)*)), if and only if it holds that

(Fs) if p,(€ L1 (Q,v) satisfies that

lim | G(w)p,(w)v(dw) = G(wp) (VG € Cp(Q2))

n—o0 0

then there uniquely exists a complex number « such that

lim | F(w)p,(w)v(dw) = « (2.52)

n—oo Q

Then, the value of F(w) is defined by «, that is, F'(wy) = .
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./—\‘./

0 Wi 5

(2, v)

Figure 2.1: not essentially continuous at wy,  essentially continuous at ws

2.4.4 The definition of “observable (=measuring instrument)”

In this section, we introduce “observable”, which is also said to be “measuring instrument” or
“POVM (=positive operator valued measure space)”.

Definition 2.16. [Set ring, set field, o-field] Let X be a set ( or locally compact space). The
?( C2¥ =P(X)={A| AC X}, the power set of X) (or, the pair (X, J)) is called a ring (
of sets), if it satisfies that

(a) : O(=“empty set”) € T,
b):E€F (i=12..)=|])Ze€F, (e
i=1 i=1
(C) : 51,52 € 3::>51\EQ cF (Where, El\EQ = {SC ’ S El,ilj' gé Eg})

Also, if X € F holds, the ring F(or, the pair (X,F)) is called a field (of sets).
And further,

(d) if the formula (b) holds in the case that n = oo, a field F is said to be o-field. And the
pair (X, ) is called a measurable space.

The following definition is most important. In this note, we mainly devote ourselves to the
W*-observable.

Definition 2.17. [Observable,measured value space]  Consider the basic structure

A CACB(H)

(G1):C*- observable
A triplet O=(X, R, F') is called a C*-observable (or, C*-measuring instrument ) in A,
if it satisfies as follows.

(i) (X,R) is a ring of sets.
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(i) amap F: R — A satisfies that

() 0SFE) <T (Y=eR), F(D) =0,
(b) for any p(€ &P(A*)), there exists a probability space (X, R, P,) such that
(where, R is the smallest o-field such that R C R) such that

A. (p, F (5)) =53 (VEeR) (2.53)

Also, X [resp. (X,J,P,)| is called a measured value space [resp. sample probability
space |.
(G2):W*- observable

A triplet O=(X,J, F) is called a W *-observable (or, W*-measuring instrument ) in A,
if it satisfies as follows.

(i) (X,F) is a o-field.
(ii) amap F:JF — A satisfies that
(a) 0S F(E) (VEe€F), F(0) =0, F(X)=1
(b) for any p(€ &' (A.)), there exists a probability space (X, F, P,) such that
- (p, F(E))Z =PE) (VEe9) (2.54)
The observable O=(X, JF, F') is called a projective observable, if it holds that

FE?=FE (VZe9).

In this note, we aways assume Hypothesis 2.19 below:

Definition 2.18. Let p € &™(A*), and (X, F, F) be a W*-observable in A. F, = {Z € F |
F(Z) is essentially continuous at p }. The probability space (X,F, P,) is called its sample
probability space, if it holds that

(f1) & is the smallest o-field that contains F,.
(f2)

o (pFE);=FE)  (EeT,) (2.55)

Concerning the C*-observable, the sample probability space clearly exists. On the other

hand, concerning the W*-observable, we have to say something as follows. As mentioned in

Remark 2,15, in quantum cases ( thus, A* = Tr(H) = A, ), the (#1) and (f2) clearly hold.
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However, in the classical cases, we do not know whether the existence of the sample probability
space follows from the definition of the W*-observable. Thus, in this note, we do not add the

condition (£) in the definition of the W*-observable.

Hypothesis 2.19. [Sample probability space]. In the above situation, the existence of the
sample probability space is always assumed.
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2.5 Examples of observables

We shall mention several examples of observables. The observables introduced in Example
2.20-Example 2.23] are characterized as a C*- observable as well as a W*- observable.

In what follows (except Example [2.20), consider the classical basic structure:

[Co(9) € L=(Q,v) © B(L*(Q,v))]

Example 2.20. [Existence observable | Consider the basic structure:
[ACAC B(H)
Define the observable O = (X {(, X}, F(V) in W *-algebra A such that:
FEY@y =0, FOEI(X)=T (2.56)

which is called the existence observable (or, null observable).

Consider any observable O = (X, J, F) in A. Note that {f), X} C F. And we see that

Thus, we see that (X, {0, X}, F©&)) = (X, {0, X}, F), and therefore, we say that any observable
O = (X, T, F) includes the existence observable O

ANote 2.3. The above is associated with Berkley’s words:
(#1) To be is to be perceived (by George Berkeley(1685-1753))
which is peculiar to dualism: This is opposite to Einstein’s saying in monism :
(#2) The moon is there whether one looks at it or not. (i.e., Physics holds without observers.)

in Einstein and Tagore’s conversation. (cf. Note [12.2),

Example 2.21. [The resolution of the identity /; The word’s partition] Let [Cy(2) C L>®(Q2,v) C
B(L?(2,v))] be the classical basic structure. We find the similarity between an observable O
and the resolution of the identity I in what follows. Consider an observable O = (X, J, F) in
L*>(Q) such that X is a countable set (i.e., X = {x1,29,...}) and F=P(X) ={= | E C X},
i.e., the power set of X. Then, it is clear that
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(i) F({zr}) > 0forall k =1,2,...

(i) > F({zplw) =1 (Vw e ),

which imply that the [F'({zx}) : k= 1,2,...] can be regarded as the resolution of the identity
element I. Thus we say that

e An observable O ( = (X,J,F) ) in L*(Q2) can be regarded as

“ the resolution of the identity [

[F({21 D)) F (el [F({z3)](w)

100
Figure 2.2: O = ({x1, 29, 23}, 2{7v7273} )

In Figure 2.2, assume that Q = [0,100] is the axis of temperatures ( °C), and put X =
{C(=“cold”), L (="“lukewarm” = “not hot enough”), H(=“hot”) }. And further, put f,, = fc,
frs = fu, fus = fu. Then, the resolution {f,,, fz,, fzs} can be regarded as the word’s partition
C(=“cold”), L(="“lukewarm”=“not hot enough”), H(=“hot”) .

Also, putting

35(: 2X) = {(Z)v {56'1}, {x2}7 {x?)}? {xla xQ}v {x% 33‘3}, {xb x3}7 X}

and
[F(D)](w) =0, [FX)|(w) = fo, (@) + far (W) + fay(w) =1
[F{z1})](w) = for (W), [F{z2})](W) = far(w), [F{zs})](w) = fas(w)
[F ({2, 22)](w) = fay (W) + far (@), [F({22, 23})](w) = fan (W) + fa5 (@)
[F({z1, 23})](w) = fa, (W) + fay (@)

then, we have the observable (X, F(= 2%), F') in L*>([0, 100]).
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Example 2.22. [Triangle observable | Let [Co(Q) C L=(Q,v) C B(L*(2,v))] be the classical

basic structure. For example, define the state space © by the closed interval [0,100] (C R).
For each n € NiJ° = {0, 10,20, ...,100}, define the (triangle) continuous function g, : & — R

by
(0 (0<w<n—10)
i —10
YT m—10Sw<n)
gn(w) = w lOn + 10
|0 (n+10 £ w < 100)
1 go gio g20 g30 g40 g50 ge60 gro gs0 490 gio00
0 10 20 30 40 50 60 70 80 90 100

Figure 2.3: Triangle observable

Putting Y = N1J° and define the triangle observable O = (Y, 2Y, F'2) such that

[FAO)w) =0,  [FA(Y)](w) =1
[FAM)w) =Y galw) (VT €2'18")

nel’

Then, we have the triangle observable 02 = (Y (= N%), 2¥, F2) in L*°([0, 100]).

Example 2.23. [Normal observable]

1 5
et e 2
Y= Varo?® 2
=20 —0 >z

Figure 2.4: Error function

Consider a classical basic structure [Co(2) C L>®(Q,v) C B(L*(Q,v))]. Here, Q = R(

the real line) or, Q = interval [a,b] (C R), which is assumed to have Lebesgue measure v/(dw)(

(2.57)
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dw). Let o > 0, which is call a standard deviation. The normal observable Oq, =(R, Bg, G,)
in L>(Q,v) is defined by

Go(D)](w) = ——s / 5 dr (V2 € By (Borel field), Yo € (= R or [a, 8]))
o =

V2

This is the most fundamental observable in statistics.

The following examples introduced in Example 2.24] and Example [2.25] are not C*- observ-
ables but W*- observables. This implies that the WW*-algebraic approach is more powerful than
the C*-algebraic approach. Although the C*-observable is easy, it is more narrow than the W *-

observable. Thus, throughout this note, we mainly devote ourselves to W *-algebraic approach.

Example 2.24. [Exact observable | Consider the classical basic structure: [Cy(2) C L*(Q2,v) C
B(L*(Q,v))]. Let Bg be the Borel field in €, i.e., the smallest o-field that contains all open
sets. For each = € B, define the definition function x_ : {2 — R such that

1 (weZz)
Xz(W) = ~ (2.58)

Put [F)(2)]|(w) = x=(w) (2 € Bg,w € Q). The triplet O = (Q, Bg, F) is called
the ezact observable in L>(€2,v). This is the W*-observable and not C*-observable, since
[F(2)(Z)](w) is not always continuous. For the argument about the sample probability space

(cf. Definition 2.18 ), see Example 2.33.

Example 2.25. [Rounding observable]  Define the state space €2 by 2 = [0,100]. For each
n € N19°={0,10, 20, ...,100}, define the discontinuous function g, : 2 — [0, 1] such that
0 (0Z2wsn-5)

golw)=<¢ 1 (n=5b<w<n+5)
0 (n+5<w<100)

190 g10 920 950 gso 990 9100

0 10 20 30 40 50 60 70 8 90 100

Figure 2.5: Round observable
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Define the observable Opxp = (Y (=Ni), 2Y, Grup) in L®(€, v) such that

[Grno(D)](w) =0,  [Gran(Y)](w) =1
G (D)) (@) =Y " gnlw) (VI € 2" = 2Mid")

nel’

Recall that g, is not continuous. Thus, this is not C*-observable but W*-observable.
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2.6 System quantity — The origin of observable

In classical mechanics, the term “observable” usually means the continuous real valued
function on a state space (that is, physical quantity). An observable in measurement theory
(= quantum language ) is characterized as the natural generalization of the physical quantity.

This will be explained in the following examples.

Example 2.26. [System quantity] Let [Co(Q) C L=(Q,v) C B(L*(Q,v))] be the classical
basic structure. A continuous real valued function f: 2 — R ( or generally, a measurable
R"-valued function ]? : 2 — R" ) is called a system quantity (or in short, quantity) on 2.
Define the projective observable O = (R, Bg, F') in L*(2,v) such that

1 whenw e f71(2)

FE)w) = ) (V= € By)
0 whenw ¢ f71(Z)

Here, note that

Flo = tim 3 5 [P (5| ) = [ @ (2.50)

Thus, we have the following identification:

7 >  O0=(R,Bg,F) (2.60)

(system quantity on Q) (projective observable in L™ (Q,v))

This O is called the observable representation of a system quantity f Therefore, we say that

(a) An observable in measurement theory is characterized as the natural generalization of the

physical quantity.

Example 2.27. [Position observable , momentum observable , energy observable ]  Consider
Newtonian mechanics in the classical basic algebra [Cy(2) C L>*(Q,v) C B(L>*(Q2,v))]. For

simplicity, consider the two dimensional space
Q =R, x R,={(¢g,p) = (position, momentum) | ¢,p € R}
The following quantities are fundamental:

(1) :¢: Q= R, q(¢,p) =q¢ (¥(¢q,p) € Q)
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(f2) P: Q= R, plg,p) =p (V(¢,p) € )
(£3) €: Q = R, €(q, p) =[potential energy | + [kinetic energy |

2

=U(q) + 2p_m (V(g,p) € Q)

(Hamiltonian)

where, m is the mass of a particle. Under the identification (2.60)), the above (#1), (f2) and (#3)

is respectively called a position observable, a momentum observable and an energy observable.
Example 2.28. [Hermitian matrix is projective observable | Consider the quantum basic struc-
ture in the case that H = C", that is,

[B(C") € B(C") € B(C")]

Now, we shall show that an Hermitian matrix A(€ B(C")) can be regarded as a projective

observable. For simplicity, this is shown in the case that n = 3. We see (for simplicity, assume
that x; # x,(if j # k) )

T 0 0
A= |0 m o|U (2.61)
0 0 XT3

where U (€ B(C?)) is the unitary matrix and zj € R. Put

Fa({a}) =U" U, Fa({we}) =U"

o O O
S = O

O OO O o

FA({$3}> =U* U FA(R\ {331,1'2,333}) =

O OO O oo
_ o o O OO

O OO O oo

o O O
o O O

Thus, we get the projective observable O4 = (R, Bg, F4) in B(C?). Hence, we have the
following identification®:

A — OA = (R, BRaFA> (262)

(Hermitian matrix) (projective observable )

2 For example, in the case that x; = x9, it suffices to define

Fa{en}) =U" U, Fa({zs}) =U"

OO

0
1
0

o O O
o O O
o O O

0
0
1

o O O
oS O O

U FaR\A{z1,23}) = [

—_ O O
= =

And, we have the projection observable O4 = (R, Bg, Fa).
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Let A(e B(C"™)) be an Hermitian matrix. Under this identification, we have the quantum

measurement Mp(cn)(O04, Sjy), where

09)) n
p=lw)wl, w=|.]€C|w|=1

Wn

Born’s quantum measurement theory (or, Axiom 1 (§2.7)) ) says that

(#) The probability that a measured value z(€ R) is obtained by the quantum measurement
Mp(cn)(Oa, Sp) is given by Tr(p - Fa({z})) ( = (w, Fa({z})w) ).

(for the trace: “Tr”, recall Definition [2.9)).

Therefore, the expectation of a measured value is given by
/ 2w, Fo(dz)w) = (w, Aw) (2.63)
R
Also, its variance (§4)? is given by

(64)* = /R(a: — (W, Aw)){w, Fa(dz)w) = (Aw, Aw) — [{w, Aw)|?
= ||(A = (w, Aw))w]|? (2.64)

Example 2.29. [Spectrum decomposition] Let H be a Hilbert space. Consider the quantum

basic structure

[C(H) € B(H) € B(H)].
The spectral theorem (cf. [74]) asserts the following equivalence: ((a)< (b)), that is,
(a) T is a self-adjoint operator on Hilbert space H
(b) There exists a projective observable O = (R, Bg, F') in B(H) such that

- / TP (2.65)

—00

Since the definition of “unbounded self-adjoint operator” is not easy, in this note we regard the

(b) as the definition. In the sense of the (b), we consider the identification:

self-adjoint operator T +—  spectrum decomposition O = (R, Bg, F') (2.66)

identification
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This quantum identification should be compared to the classical identification (2.60]).

The above argument can be extended as follows. That is, we have the following equivalence:
((c)=(d)), that is,

(c) Ty, Ty are commutative self-adjoint operators on Hilbert space H

-~

(d) There exists a projective observable O = (R?, Bg2, G) in B(H) such that

T, = / MG(dNd)y), Ty = / AoG(dAydNs) (2.67)
R2 R2



KSTS/RR-16/001
January 8, 2016

46 Chapter 2 Axiom 1 — measurement

2.7 Axiom 1 — No science without measurement

Measurement theory (= quantum language ) is formulated as follows.

[Axiom 1] [Axiom 2] [quantum Tinguistic interpretation]
® | measurement theory‘ := | Measurement | + ’ Causality ‘—I— ’Linguistic interpretation
(=quantum language) (cf. [82.7) (cf. §10.3) (cf. §3.10)
a kind of spells (a priori judgment) manual to use spells

Now we can explain Axiom 1 (measurement).

2.7.1 Axiom 1 for measurement

With any system S, a basic structure [A C A C B(H)] can be associated in which measure-
ment theory of the system can be formulated. A state (or precisely, pure state) of the systemsS
is represented by an element of state space SP(A*). An observable (= measuring instrument)
is represented by a C*-observable O = (X,J, F) in A ( or, W*-observable O = (X, 7, F) in A
).

(A1) An observer takes a measurement of an observable [O] for a state p, and gets a measured

value z(€ X).

In a basic structure [A C A C B(H)], consider a W*-measurement Mz(0=(X,F, F), S,
< or, C*-measurement My (O:(X, F,F), S[p]) )

Preparation 2.30. Consider

e a JV/*-measurement MZ(O,SM) < or, C*-measurement My (O:(X7 F, F),SM) ) of an
observable O=(X,F, F) for a state p(€ GP(A*) : state space)

Note that
(Ay) W*-measurement Mz(0,S;) --- O is W*- observable , p € GP(A*)
2 C*-measurement My (0,S)) -+ Ois C*- observable , p € GP(A*)

In this lecture, we mainly devote ourselves to W *-measurements.
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- (B): Axiom 1(measurement) pure type ~

(This can be read under the preparation to this section )

With any system S, a basic structure [A C AJ B(#) can be associated in which measurement
theory of that system can be formulated. In [A C Al B(H), consider a J//*-measurement

MZ(O:(X, F,F), S[p]) (or, C*-measurement My (O:(X, F,F), S[p]) ) That is, consider

e a IV*-measurement MZ(O,SM) ( or, C*-measurement MA(O:(X, F, F),S[p]) > of
an observable O=(X, ¥, F) for a state p(€ GF(A*) : state space)

Then, the probability that a measured value z (€ X) obtained by the W*-measurement
MZ(O, SM) ( or, C*-measurement My (O:(X, F,F), S[p]) ) belongs to = (€ F) is given by

P(F(2))(= a-(p, F(Z))7)

(if F(Z) is essentially continuous at p, or see Definition 2.14! ).

NG /
This axiom is a kind of generalization (or, a linguistic turn) of Born’s probabilistic inter-
pretation of quantum mechanics. ® That is,

(the law proposed by Born)

quantum mechanics (Born’s quantum measurement )| ——
linguistic turn

(physics)
(a kind of spell)

measurement theory (Axiom 1) (2.68)

(metaphysics, language)

ANote 2.4. The above axiom is due to Max Born (1926). There are many opinions for the term
”probability”. For example, Einstein sent Born the following letter (1926):

(#1) Quantum mechanics is certainly imposing. But an inner voice tells me that it is not yet
the real thing. The theory says a lot, but does not really bring us any closer to the secret
of the ”old one.” I, at any rate, am convinced that He does not throw dice.

From a viewpoint of quantum mechanics, I want to believe that both Born and Einstein are
right. That is because I assert that quantum mechanics is not physics.

2.7.2 A simplest example

Now we shall describe Exampldl.2] ( Cold or hot?) in terms of quantum language (i.e.,
Axiom 1]).

3 Ref. [6]: Born, M. “Zur Quantenmechanik der StoBprozesse (Vorliufige Mitteilung)”, Z. Phys. (37)
pp.863-867 (1926).
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Example 2.31. [(continued from Exampldl.2) The measurement of “cold or hot" for water in a
cup | Consider the classical basic structure:

[Co(2) € L=(Q,v) € B(L2(Q,v))]

Here, 2 = the closed interval [0,100](C R) with Lebesgue measure v. The state space
SP(Cy(2)*) is characterized as

&P (Co(Q)*) = {8, € M(Q) |w € Q) ~ Q = [0, 100]

fc fh

0C 10C 20C 30C 40C 50C 60C 70C 80°C 90C 100C

Figure 2.6: Cold? Hot?

In Example [[.2) we consider this [C-H]-thermometer O = (f., f), where the state space 2 =
[0, 100], the measured value space X = {¢, h}. That is,

1 (0 £ w = 10)
flw)=4 %* (10=Sw=70) ,  filw) =1~ fe(w)
0 (70 < w < 100)
Then, we have the (cold-hot) observable O, = (X, 2%, F,;) in LOO(Q) such that
[Fen(D)](w) =0, [Fen(X)](w) =

[Fch({c})Kw) = fc(w)v [ ch({h}>]( ) ( )

Thus, we get a measurement Mo (q)(Oen, Sis,)) ( or in short, Mpe()(Och, Spj). Therefore,
for example, putting w = 55 °C, we can, by Axiom 1 (§2.7)), represent the statement (A;) in
Example [1.2] as follows.

(a) the probability that a measured valuex(€ X={c, h}) obtained by measurement

0 [Fen(0)](55) = 0

{c} o [Fon({c})](55) = 0.25
Moo (@) (Och, Spw(=s55)) belongs to set (n) is given by (F({h})](55) = 0.75

{c,n} [Fen({c, h})](55) =1

Or more precisely,

(b) When an observer takes a measurement by [[C-H]-instrument]
measuring instrumentO.,=(X,2X ,F.;)

for [water in cup] with ~ [55 °C] | the probability that measured value
(system(measuring object)) (state(=w € Q) )

[ L } is obtained is given by [ fr(55) = 0.75 }
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2.8 Classical simple examples (urn problem, etc.)

2.8.1 linguistic world-view — Wonder of man’s linguistic compe-
tence

The applied scope of physics physics (realistic world-description method) is rather clear.
But the applied scope of measurement theory is ambiguous.
What we can do in measurement theory (= quantum language) is

(a1): Use the language defined by Axiom 1 ( [§2.7)

(a)

(ag): Trust in man’s linguistic competence

Thus, some readers may doubt that
(b) Is it science?

However, it should be noted that the spirit of measurement theory is different from that of

physics.

2.8.2 Elementary examples—urn problem, etc.

Since measurement theory is a language, we can not master it without exercise. Thus, we

present simple examples in what follows.

Example 2.32. [ The measurement of the approximate temperature of water in a cup (continued

from Exampld2.22] [triangle observable |)]  Consider the classical basic structure:
(Col€) € L(2,v) € B2, )

where Q = “the closed interval [0,100]” with the Lebesgue measure v.

Let testees drink water with various temperature w °C (0 < w < 100). And you ask them
“How many degrees( °C) is roughly this water?” Gather the data, ( for example, h,(w) persons
say n °C (n = 0,10,20,...,90,100). and normalize them, that is, get the polygonal lines.
For example, define the state space Q by the closed interval [0,100] (C R) with the Lebesgue
measure. For each n € NiJ® = {0,10,20,...,100}, define the (triangle) continuous function
gn : 2 — [0,1] by

0 (0= w<n-—10)
-1
w—n—10 (n—10<w < n)
@) =9 1% 410
SRS Swsn+10)
0 (n+10 < w < 100)
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1 gso 990 G100

0 10 20 30 40 50 60 70 8 90 100
Figure 2.7: Triangle observable

(a) You choose one person from the testees, and you ask him/her “How many degrees( °C) is
“about 40 °C”

. on . L
roughly this water?”. Then the probability that he/she says { “about 50 °C” } is given

b | folin o

This is described in terms of Axiom 1 ([§2.7)) in what follows.
Putting Y = N1°, define the triangle observable 0% = (Y, 2Y,G#) in L*°(Q) such that

GEO)](w) =0,  [G*(V)lw) =1
[GAD)(w) =Y gn(w) (VI € 2Y18” v € Q = [0, 100))
ner
Then, we have the triangle observable 02 = (Y (= N13%),2Y G2) in L>=([0,100]). And we get
a measurement Mz« )(0%, Ss,]). For example, putting w=47 °C, we see, by Axiom 1 ([§2.7)),
that
(b) the probability that a measured value obtained by the measurement Mz q) (04,8 w(=47)])

about 40 °C | . . [G2({401)](47) = 0.3
{ about 50 °C } is given by [ [G2({501)](47) = 0.7

Therefore, we see:

statement (a)| ——— |statement (b) (2.69)

translation
(ordinary language) (quantum language)

/1]

Example 2.33. [Exact measurement] Consider the classical basic structure:

[Co(Q) C L>(Q,v) C B(L*(Q,v))]
Let Bg be the Borel field. Then, define the exact observable O = (X (= Q), F(= Bg), F&)
in L>(€2, v) such that

[FO)(2)](w) = xe(w) = (VE € By)

Let 6., ~ wy(€ Q). Consider the exact measurement M e (q (O, Sis,,]). Here, Axiom 1 (
62.7) says:
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(a) Let D(C Q) be arbitrary open set such that wy € D. Then, the probability that a
measured value obtained by the exact measurement My« (q,,) (0, Sis.,)) belongs to D

is given by
Co(Q)* <5w07 XD>LO<>(Q,V) =1

From the arbitrariness of D, we conclude that

(b) a measured value wy is, with the probability 1, obtained by the exact measurement
MLOO(Q7I/) (O(exa)’ S[éwo})'

Further, put
Fuo ={E€F : wy ¢ “the closure of ="\ “the interior of ="}

Then, when = € F,,, F(Z) is continuous at wy. And, F is the smallest o-field that contains
Fy- Therefore, we have the probability space (X, F, P(;wo) such that

P, (E) =[FE)(w)  (VE€Tu)
that is,

(c) the exact measurement Mo (g, (O, Sis,,,)) has the sample space (X, 5, Py, ) (= (2,
BQa P(S, ))

w0

Example 2.34. [Urn problem] There are two urns U; and Us. The urn Uy [resp. Us| contains
8 white and 2 black balls [resp. 4 white and 6 black balls] (¢f. Table 2.2, Figure 2.7).

Table 2.2: urn problem

Urn\_ w-b, white ball black ball
Urn Uy 8 2
Urn U,y 4 6

Here, consider the following statement (a):

(a) When one ball is picked up from the urn Us, the probability that the ball is white is 0.4.
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Figure 2.8: Urn problem

In measurement theory, the statement (a) is formulated as follows: Assuming

Uy --- “the urn with the state w;”
Uy --- “the urn with the state wy”

define the state space Q by Q = {w;,wy} with the discrete metric and the counting measure v

(i.e,, v({w1}) = v({we}) = 1). That is, we assume the identification;
Uy~ w, U;=uws,
Thus, consider the classical basic structure:
(Co(9) € L°(9, ) € BL2 (9, 1)

Put “w” = “white”] “b” = “black”, and put X = {w,b}. And define the observable O( = (X =

[F({w})(w) = 0, F({B})] (1) = 0.2,
[F({w})](ws) = 0.4, F({b})](w2) = 0.6.

Thus, we get the measurement My ()(O, Sjs,,)). Here, Axiom 1 ([§2.7) says that

(b) the probability that a measured value w is obtained by Mze=)(O, Sjs,,) is given by
F{b})(w2) =04

Therefore, we see:

statement (a)| ——— |statement (b) (2.70)

translation
(ordinary language) (quantum language)
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ANote 2.5. [L>(Q,v), or in short, L>(Q2)] In the above example, the counting measure v (i.e.,
v({w1}) = v({wz2}) = 1) is not absolutely indispensable. For example, even if we assume that

v({wi}) =2 and v({ws2}) = 1/3, we can assert the same conclusion. Thus, in this note,

L>(€,v) is often abbreviated to L>(().

#Note 2.6. The statement (a) in Example [2.34] is not necessarily guaranteed, that is,
When one ball is picked up from the urn Us, the probability that the ball is white is 0.4.
is not guaranteed. What we say is that

the statement (a) in ordinary language should be written by the measurement theoretical
statement (b)

It is a matter of course that “probability” can not be derived from mathematics itself. For
example, the following (#1) and (f2) are not guaranteed.

(#1) From the set {1,2,3,4,5}, choose one number. Then, the probability that the number is
even is given by 2/5

(#2) From the closed interval [0, 1], choose one number . Then, the probability that z € [a,b] C
[0, 1] is given by |b — af

The common sense — “probability” can not be derived from mathematics itself — is well known
as Bertrand’s paradox (cf. §9.11). Thus, it is usual to add the term “at random” to the above
(#1) and (#2). In this note, this term “at random” is usually omitted.

Example 2.35. [Blood type system] The ABO blood group system is the most important
blood type system (or blood group system) in human blood transfusion. Let U; be the whole
Japanese’s set and let U; be the whole Indian’s set. Also, assume that the distribution of the
ABO blood group system [O:A:B:AB]| concerning Japanese and Indians is determined in (Table
7.3).

Table 2.3: The ratio of the ABO blood group system

J or INABO blood group O A B AB
Japanese Uq 30% | 40% | 20% 10%
Indian Uy 30% | 20% | 40% 10%

Consider the following phenomenon:
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(a) Choose one person from the the whole Indian’s set Us at random. Then the probability

O 0.3

, . A L 0.2

that the person’s blood type is B is given by 04
AB 0.1

In what follows, we shall translate the statement (a) described in ordinary language to
quantum language. Put 2 = {w;, ws} and consider the discrete metric (€2, dp). We get consider

the classical basic structure:
[Co(Q) C L>(Q,v) C B(L*(Q,v))]
Therefore, the pure state space is defined by
S”(Co()") = {dun, b }
Here, consider

0w, - “the state of the whole Japanese’s set U (i.e., population)”

0wy -+ “the state of the whole India’s set U (i.e., population)”,
That is, we consider the following identification: (Therefore, image Figure [2.9):

Ul ~ 5w17 U2 ~ 50.)2

Ul %(Swl UQ%(Swz

Japanese Indian

3:4:2:1]

[3:2:4:1]

Figure 2.9: Population(=system)~urn

Define the blood type observable Opr = ({O, A, B, AB}, 210ABABY  [31) in L=(€2, v) such
that

[Fer({0})](w1) = 0.3, [Fer({AD](w1) = 0.4

4 Note that “population” = “system” (cf. Table 2.1 ).
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[Fer({B})](w1) = 0.2, [Fer({AB})](w1) = 0.1 (2.71)
and,
[Fer({O})](w2) = 0.3, [Fer({A})](wz) = 0.2
[Fer({B})](w2) = 04, [Fer({AB})](wz) = 0.1 (2.72)

Thus we get the measurement My q,)(Opr, Sjs,,))- Hence, the above (a) is translated to the

following statement (in terms of quantum language):

)

(b) The probability that a measured value is obtained by the measurement

A
B
AB
Mz (0.)(Opr, S[sz}) is given by

{0}) )=0.3
Co()* | Ouws» FBT({A}) ) 220(2) = [FBr({A})](w2) = 0.2
({BY)) 1<) = [For({B})](wz) = 0.4
( (

Co(Q)* 5L«J27FBT {AB})>L°°(Q v) = [FBT({AB})] CUQ) 0.1

C()(Q 50.127 FBT

ANote 2.7. Readers may feel that Example 237 Example 2.35] are too easy. However, as men-
tioned in (a) of Sec. [2.8.1] what we can do is

{ to be faithful to Axioms
[ ]

to trust in Man’s linguistic competence

If some find the other language that is more powerful than quantum language, it will be praised
as the greatest discovery in the history of science. That is because this discovery is regarded as
beyond the discovery of quantum mechanics.
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2.9 Simple quantum examples (Stern=Gerlach experi-
ment )

2.9.1 Stern=Gerlach experiment

Example 2.36. [Quantum measurement( Schtern—Gerlach experiment (1922))]
Assume that we examine the beam (of silver particles(or simply, electrons) after passing
through the magnetic field. Then, as seen in the following figure, we see that all particles are

deflected either equally upwards or equally downwards in a 50:50 ratio. See Figure 2.10.

\S/ o

electron e

state w = {alJ

/ N \ ol ®

Screen

Figure 2.10: Stern—Gerlach experiment (1922)

Consider the two dimensional Hilbert space H = C? And therefore, we get the non-
commutative basic algebra B(H), that is, the algebra composed of all 2 x 2 matrices. Thus,

we have the quantum basic structure:
[€(H) € B(H) € B(H)] = [B(C?) € B(C?) C B(C?)]
since the dimension of H is finite.
The spin state of an electron P is represented by p(= |w){w]|), where w € C? such that
|lw||=1. Put w= [Zl] ( where, ||w||* = |a1]* + |aa* = 1).
2

Define O, = (Z,2%, F,), the spin observable concerning the z-axis, such that, Z = {1, ]}

and

ram =y o] -l Y. (2.73)
0 0 1 0]
ro - o =g 3]
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Here, Born’s quantum measurement theory (the probabilistic interpretation of quantum

mechanics) says that

(#) When a quantum measurementMp(c2)(0O, Si,) is taken, the probability that
(w, P*({tHw) = o ?
(w, F*({{}w) = |az/?

a measured value [ I } is obtained is given by

That is, putting w (= o , we says that
(6%) y

When the electron with a spin state state p progresses in a magnetic field,

the probability that the Geiger counter [ % } sounds
1 [1 0] [a]
@ @] (g ol | ay] =l
is give by ] -
110 0] [a]
(@ @] g || ap] = o2

Also, we can define O% = (X, 2%, F'®), the spin observable concerning the r-axis, such that,

X = {14 do} and

P = |y vl =20 (2.74)

And furthermore, we can define OV = (Y, 2", F¥), the spin observable concerning the y-axis,
such that, Y = {1,,,} and

FU({t}) = {_1@//22 ;ﬁ} Bl = E//s _12/22} : (2.75)

where 1 = /—1.

Here, putting

Sy = F({1h) = B({1), S, =F({1th - {1}, S =F({1) - E{})

we have the following commutation relation:
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2.10 de Broglie paradox in B(C?)

Axiom 1(measurement) includes the paradox ( that is, so called de Broglie paradox “there
is something faster than light”). In what follows, we shall explain de Broglie paradox in B(C?),
though the original idea is mentioned in B(L?(R)) (cf. §11.3, and refs.[12, [68]). Also, it should

be noted that the argument below is essentially the same as the Stern=Gerlach experiment.

Example 2.37. [de Broglie paradox in B(C?)] Let H be a two dimensional Hilbert space,

i.e., H = C2. Consider the quantum basic structure:

[B(C?) € B(C?) € B(C?)]

Now consider the situation in the following Figure 2.11.

half mirror 1

I, coursel 5 3 D= 1A
photon P| "= photon detector)

course? Y= f,

\‘J Dy(= (|f2){f2]))

(photon detector)
Figure 2.11:  [Dy + D] = observable O

Let us explain this figure in what follows. Let fi, fo € H such that
_ |1 2 _ 10 2

Put

fi+ fo
V2

Thus, we have the state p = |u)(u| (€ &(B(C?))).
Let U(€ B(C?)) be an unitary operator such that

1 0
U= |:0 61'71'/2:|

u =
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and let ® : B(C?) — B(C?) be the homomorphism such that
®(F)=U'FU  (VF € B(C?)
Consider the observable O = ({1,2}, 2% F) in B(C?) such that

F{1}) = /Al F(2}) = [f2){/2|
and thus, define the observable ®0; = ({1,2},2{12} ®F) by

OF(E)=UFEWU (V= C{1,2})

Let us explain Figure 2.11. The photon P with the state v = \/Li(fl + f2) ( precisely, |u)(u| )

rushed into the half-mirror 1

(A1) the f; part in u passes through the half-mirror 1, and goes along the course 1 to the
photon detector D;.

(Ag) the fy part in w rebounds on the half-mirror 1 (and strictly saying, the f, changes to
Vv —1f5, we are not concerned with it ), and goes along the course 2 to the photon detector
Ds.

Thus, we have the measurement:
Mpc2)(®Oy, Si) (2.77)

And thus, we see:

measured value 1

measured value 2_ is obtained by the measurement M B(C?) (0 I S[p])

(B) The probability that a {
is given by

s -wrtiah)] = [ artiap] = [ o) = 1] =1

This is easy, but it is deep in the following sense.

(C) Assume that
Detector D; and Detector D, are very far.

And assume that the photon P is discovered at the detector D;. Then, we are troubled if
the photon P is also discovered at the detector D,. Thus, in order to avoid this difficulty,
the photon P (discovered at the detector D;) has to eliminate the wave function % fo

in an instant. In this sense, the (B) implies that

there may be something faster than light
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This is the de Broglie paradox (cf. [12) [68]). From the view point of quantum language, we

give up to solve the paradox, that is, we declare that

Stop to be bothered!

(Also, see [61]).

ANote 2.8. The de Broglie paradox (i.e., there may be something faster than light ) always
appears in quantum mechanics. For example, the readers should confirm that it appears in
Example 2.36 (Schtern-Gerlach experiment). I think that

e the de Broglie paradox is the only paradox in quantum mechanics
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The linguistic interpretation

Measurement theory (= quantum language ) is formulated as follows.

[Axiom 1] [Axiom 2| [quantum linguistic interpretation|
e |measurement theory‘ := | Measurement |+ ’ Causality ‘—i— ’Linguistic interpretation
(=quantum language) (cf. [§2.7) (¢f. §10.3) (cf. §3.0)
a kind of spell(a priori judgment) manual to use spells

Measurement theory says that

e Describe every phenomenon modeled on Axioms 1 and 2 (by a hint of the linguistic inter-

pretation)!

Since we dealt with simple examples in the previous chapter, we did not need the linguistic
interpretation. In this chapter, we study several more difficult problems with the linguistic
interpretation. Also, the linguistic interpretation may be called “the linguistic Copenhagen
interpretation” since we believe that it is the true colors of so called Copenhagen interpretation

(¢f. Section 1.1.1).

3.1 The linguistic interpretation
3.1.1 The review of Axiom 1 ( measurement: §2.7)

In the previous chapter, we introduced Axiom 1 (measurement ) as follows.

61
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- ‘(A): Axiom 1(measurement) pure type ~

(cf. It was able to read under the preparation to [§2.7)) )

With any system S, a basic structure [A C AJ B(#) can be associated in which measurement
theory of that system can be formulated. In [A C Al B(H), consider a J//*-measurement

MZ(O:(X, F,F), S[p}) (or, C*-measurement My (O:(X, F,F), S[p]) ) That is, consider
e a IV*-measurement MZ(O,SM) ( or, C*-measurement MA(O:(X, F, F),S[p]) > of
an observable O=(X, ¥, F) for a state p(€ GF(A*) : state space)

Then, the probability that a measured value z (€ X) obtained by the W*-measurement
MZ(O, S[p]) ( or, C*-measurement My (O:(X, F,F), S[p]) ) belongs to = (€ F) is given by
p(F(E)(= a(p, F(E))7)

(if F(Z) is essentially continuous at p, or see Definition 2.14] ).

- /
Here, note that

(B1) the above axiom is a kind of spell (i.e., incantation, magic words, metaphysical
statement), and thus, it is impossible to verify them experimentally.

In this sense, the above axiom corresponds to “a priori synthetic judgment” in Kant’s philosophy
(cf. [53]). And thus, we say:

(By) After we learn the spell (= Axiom 1) by rote, we have to exercise and lesson the spell (=
Axiom 1). Since quantum language is a language, it may be unable to use well at first.

It will make progress gradually, while applying a trial-and-error method.

However,

(Cy) if we would like to make speed of acquisition of a quantum language as quick as possible,
we may want the good manual to use the axioms.

Here, we think that

(Cy)  the linguistic interpretation
= the manual to use the spells (Axiom 1 and 2)

3.1.2 Descartes figure (in the linguistic interpretation)

In what follows, let us explain the linguistic interpretation.
The concept of “measurement” can be, for the first time, understood in dualism. Let us
explain it. The image of “measurement” is as shown in Figure 3.1.
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observer system
_((mind)) _ _ (matter)
l_ [rneasur;lvalue][Observable] l[s_talte] _l
(@interfere ‘l

<
<

®perceive a reactio

- — — -

| |
| i
| |
| |
| |
I I

Figure 3.1{Descartes Figure]:The image of “measurement(=@+®))” in dualism

In the above,

(Dy) (@: it suffices to understand that “interfere” is, for example, “apply light”.
(®): perceive the reaction.

That is, “measurement” is characterized as the interaction between “observer” and “measuring
object”. However,

(D2) In measurement theory, “interaction” must not be emphasized.

Therefore, in order to avoid confusion, it might better to omit the interaction “(z) and ()”
in Figure 3.1.
After all, we think that:

(D3) It is clear that there is no measured value without observer (i.e., brain). Thus, we consider
that measurement theory is composed of three key-words:

| measured value| observable (= measuring instrument ) . |[state],
(observer,brain, mind) (thermometer, eye, ear, body, polar star (cf. Note 3.1l later)) (matter)
(3.1)

and thus, it might be called “trialism” (and not “dualism”). But, according to the custom,
it is called “dualism” in this note.

3.1.3 The linguistic interpretation [(E;)-(E7)]

The linguistic interpretation is “the manual to use Axiom 1 and 2”. Thus, there are various
explanations for the linguistic interpretations. However, it is usual to consider that the linguistic
interpretation is characterized as the following (E). And the most important is

Only one measurement is permitted
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(E):The linguistic interpretation (=quantum language interpretation)

With Descartes figure 3.1] (and (E;)-(E7)) in mind,

describe every phenomenon in terms of Axioms 1 and 2

(E1) Consider the dualism composed of “observer” and “system( =measuring object)”. And
therefore, “observer” and “system” must be absolutely separated. If it says for a
metaphor, we say “Audience should not be up to the stage”.

(E2) Of course, “matter(=measuring object)” has the space-time. On the other hand, the
observer does not have the space-time. Thus, the question: “When and where is a
measured value obtained?” is out of measurement theory, Thus, there is no tense in
measurement theory. This implies that there is no tense in science.

(E3) In measurement theory, “interaction” must not be emphasized.

(E4) Only one measurement is permitted. Thus, the state after measurement
(or, wave function collapse, the influence of measurement) is meaningless. (c¢f. Projection

Postulate [11.6))

(E5) There is no probability without measurement.

(Eg) State never moves,

and so on.
Also, since our assertion is

quantum language is the final goal of dualistic idealism (=“Descartes=Kant
philosophy”)

(cf. in Figure [I.1)), we have to assert that

(E7) Many of maxims of the philosophers (particularly, the dualistic idealism )
can be regarded as a part of the linguistic interpretation.

Some may think that the (E7) is unbelievable. However,

(F) Since the purpose of philosophies and that of quantum language are the same, that is,
the non-realistic world view, it is natural to consider that
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maxims of philosophers = the linguistic interpretation

Recall the following figure:

Figure 3.1. [=Figure [L.1: The location of quantum language in the history of world-description]

the realistic view——""""""""""""""-- T

|

relativity 3 (unsolved) |

theory |——®) ® theory of |

Parmenides —feverything i

Socrates quantum ) (quantum phys.) i

(©):Greek ) mechanics ——— @) \

Lilosonhy Schola O I e J
i B e e

P P sticism laflguage ) -:

Plato (dualism) — @ !

Aristotle N [ (=MT) |

Descartes (linguistic view) I quantum |

Locke,... ® linguistic 1angluage language :

— | Kant philosophy ————— !

- - ! (language) !

(idealism) | l

statistics laneuage :

system theory ks (oY .

L-- the linguistic view- - -

Figure 1.1: The history of the world-view

In the above, we regard

©— 00— — 00— W (3:2)

as a genealogy of the dualistic idealism. Talking cynically, we say that

e Philosophers continued investigating “linguistic interpretation” (=“how to use Axioms 1
and 2”) without Axioms 1 and 2.

For example, “Only one measurement is permitted” and “State never moves” may be related
to Parmenides’ words;

There are no “plurality”, but only “one”.
(3.3)
And therefore, there is no movement.
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Table 3.1: Trialism (i.e., dualism ) in world-views (cf. Table 2.1))
statc
Quantum language measured value observable (s;s(‘ze;n)
Plato / idea (cf. Note 3.1)) /
edios
Aristotle / / (hyle)

Thomas Aquinas

universale post rem

universale ante rem

/

(universale in re)

/

Descartes I, mind, brain body (cf. Note 3.1) (matter)
] primary quality
Locke / secondary quality (/)
state
Newton / / (point mass)
parameter
statistics sample space / (population)
. state
quantum mechanics measured value observable (particle)

Thus, we want to assert that Parmenides (born around BC. 515) is the oldest discoverer of the
linguistic interpretation. Also, we propose the following table:

ANote 3.1. In the above table, Newtonian mechanics may be the most understandable. We regard

“Plato idea” as “absolute standard”. And, we want to understand that Newton is similar to
Aristotle, since their assertions belong to the realistic world view(cf. Figure[I.T)). Also, recall the
formula (3.1), that is, “observable” =“measuring instrument”=“body”. Thus, as the examples
of “observable”, we think:

eyes, ears, glasses, telescope, compass, etc.

If “compass” is accepted, “the polar star” should be also accepted as the example of the ob-
servable. In the same sense, “the jet stream to an airplane” is a kind of observable (cf. Section
8.1 (pp.129-135) in [38] ). Also, if it is certain that Descartes is the first discoverer of “I”, I
have to retract my understanding of Scholasticism in Table 3.1l Although I have no confidence
about Scholasticism, the discover of three words (“post rem”, “ante rem”, “in re”) should be
remarkable.
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3.2 Tensor operator algebra
3.2.1 Tensor product of Hilbert space

The linguistic interpretation |(§3.1) says

“Only one measurement is permitted”

which implies “only one measuring object” or “only one state”. Thus, if there are several states,
these should be regarded as “only one state”. In order to do it, we have to prepare “tensor

operator algebra”. That is,

combine several into one

(A) “several states” > “one state”

by tensor operator algebra

In what follows, we shall introduce the tensor operator algebra.

Let H, K be Hilbert spaces. We shall define the tensor Hilbert space H ® K as follows.
Let {e,, | m € N={1,2,...}} be the CONS (i.e, complete orthonormal system ) in H. And,
let {f, | n€N={1,2,...}} be the CONS in K. For each (m,n) € N2 consider the symbol
“em ® f,.”. Here, consider the following “space”:

HoK = {9 = D matn®fu | llollmex =1 D lamml]V? < OO} (3:4)

(m,n)€eN2 (m,n)eN2

Also, the inner product (-,-)gex is represented by

(€my @ frys €my @ frn) ok = (€mys €my) i+ (frrs fna) K

1 (ma,n1) = (ma,ng)
— { 0 (my,ny) # (mag,noy) (3.5)

Thus, summing up, we say

(B) the tensor Hilbert space H ® K is defined by the Hilbert space with the CONS {e,, ®
fn ] (m,n) € N?}.

For example, for any e = > °_ ape, € H and any f = >" B, fn € H, the tensor e ® f is
defined by

6®f: Z am6n<€m®fn)

(m,n)€EN?
Also, the tensor norm ||u||ggr (v € H ® K) is defined by

[l rex = (T, @) rox]
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Example 3.2. [Simple example:tensor Hilbert space C2® C3] Consider the 2-dimensional Hilbert
space H = C? and the 3-dimensional Hilbert space K = C?. Now we shall define the tensor
Hilbert space H ® K = C? ® C? as follows.

Consider the CONS {e;, e2} in H such as

) -

And, consider the CONS {fi.fs, f3} in K such as

fi= , =1, f2=

o O =
O = O
_ o O

Therefore, the tensor Hilbert space H ® K = C? ® C3 has the CONS such as

€1®f1:[0]® 0, 6’1®f2=[0}® 1 ,61®f3:[0]® of,
0] 0] 1]

0 1 0 0 0 0

2@ fi=|]|®|0], eef=|/|®|l],eefs=||®|0
0 0 1

Thus, we see that
HeK=C®C*=C°

That is because the CONS {e; ® f; | i = 1,2,3, j = 1,2} in H ® K can be regarded as
{9 |k =1,2,...,6} such that

1 0 0
0 1 0
0 0 1
g=e®fi= ol g2e=e1® fo= 0 g3 =e1® fz3 = NE
0 0 0
10] 10] 10]
[0] 07 [07
0 0 0
0 0 0
ga=ex® f1 = 1 , g5 =€2® fo = 0 106 =€2® f3= 0
0 1 0
0 0 1

This Example [3.2] can be easily generalized as follows.

Theorem 3.3. [Finite tensor Hilbert space |

C"C™QE- - @QC™ = CXi-1m (3.6)
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Theorem 3.4. [Concrete tensor Hilbert space |

L*(Q, 1) @ L*(Qy, 15) = L*() X Qo, 1 @ 1) (3.7)
where, 11 ® 15 is the product measure.

Definition 3.5. [Infinite tensor Hilbert space | Let Hy, Ho, ..., Hy, ... be Hilbert spaces. Then,
the infinite tensor Hilbert space Q). , Hy can be defined as follows. For each k(€ N), consider

the CONS {ei}j’il in a Hilbert space Hy. For any map b : N — N, define the symbol Q- , ez(k)
such that

R =V g P el g ..
k=1
Then, we have:
{®ez(k) ’ b:N— Nis amap} (3.8)
k=1

Hence we can define the infinite Hilbert space ), , Hy such that it has the CONS (3.8).

3.2.2 Tensor basic structure

For each continuous linear operators F' € B(H),G € B(K), the tensor operator F' ® G
€ B(H ® K) is defined by

(FeG)(ex f)=Fe®Gf (NeecH,feK)

Definition 3.6. [Tensor C*-algebra and Tensor W *-algebra | Consider basic structures

[A; C A, C B(H))| and [Ay C Ay C B(H,)]

[1]: The tensor C*-algebra A; ® A, is defined by the smallest C*-algebra A such that
{F® G (€ B(H® Hy)) | F € A, G € Ay} C A C B(Hy, ® Hs)

[11]: The tensor W*-algebra A; ® A, is defined by the smallest W *-algebra A such that
{F®G (e B(Hi® Hy)) | F €A1, Ge A} CAC BH, @ H,)

Here, note that A; @ Ay = A; @ As.
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Theorem 3.7. [Tensor basic structure | [I]: Consider basic structures
[A1 C A, € B(Hy)] and [Ay C Ay C B(H,)]
Then, we have the tensor basic structure:
A @Ay C A @Ay C B(Hy ® Hy))

[I1]: Consider quantum basic structures [C(H;) € B(Hy,) C B(H;)] and [C(Hs) C B(Hs) C
B(H;)]. Then, we have tensor quantum basic structure:

[C(H,) € B(H,) C B(H,)]® [C(Hy) C B(Hs) C B(H>)]
=[C(H, ® Hy) C B(H, ® Hy) C B(H, ® Hs)]

[T11]: Consider classical basic structures [Co(Q1) € L°(y, 1) € B(L?(Q4,11))] and [Cy(2,) C
L>(Qy,v5) € B(L*(Q215))]. Then, we have tensor classical basic structure:

[Co(Q) C L=( C 1) € B(L*(,11))] © [Co(Q2) C L2(Q2 € 1) © B(L(Q,15))]

:[Co(Ql X Qg) Q LOO<Ql X QQ,Vl X 1/2) Q B<L2<Ql X QQ,Vl X 1/2))]

Theorem 3.8. The ®,~, B(Hy) (€ B(Q),—, Hi)) is defined by the smallest C*-algebra that
contains

ReRe oFRolols - cB(QH)
k=1
(VE, € B(Hy), k=1,2,...n,n=1,2,...)

Then, it holds that

@ B(H) = B(QX) Hx) (3.9)

k=1

Theorem 3.9. The followings hold:
0): pr A = o € (R A"
k=1 k=1

(i) : pr € ™A = Q€ (R AN))

k=1 k=1
(i) : px € & (A;) = Q) o € &"(((X) Ar)")
k=1 k=1

ANote 3.2. The theory of operator algebra is a deep mathematical theory. However, in this note,
we do not use more than the above preparation.
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3.3 The linguistic interpretation — Only one measure-
ment is permitted

In this section, we examine the linguistic interpretation |(§3.1)} i.e., “Only one measurement
is permitted”. “Only one measurement” implies that “only one observable” and “only one
state”. That is, we see:

only one observable (=measuring instrument)
[only one measurement] —> (3.10)
only one state

ANote 3.3. Although there may be several opinions, I believe that the standard Copenhagen
interpretation also says “only one measurement is permitted”. Thus, some think that this spirit
is inherited to quantum language. However, our assertion is reverse, namely, the Copenhagen
interpretation is due to the linguistics interpretation. That is, we assert that

not [ "

Copenhagen interpretation ‘ = ’Linguistic interpretation

vl

but “

Linguistic interpretation ‘ — ’ Copenhagen interpretation

3.3.1 “Observable is only one” and simultaneous measurement

Recall the measurement Example 2.31] (Cold or hot?) and Example 2.32] (Approximate
temperature), and consider the following situation:

(a) There is a cup in which water is filled. Assume that the temperatureisw °C (0 < w = 100).
Consider two questions:

“Is this water cold or hot?”

“How many degrees( °C) is roughly the water?”
This implies that we take two measurements such that

(£1): Mooy (Oan=({c, h}, 21" F;), Sp) in ExampldZ.31

(f2) : Mps=(q) (02 =(N1J°, 2N%8O,GA), Sp) in Exampld2.32

Mz @) (Ocn, Siw)) o/ Mre(o) (0%, Sij)
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However, as mentioned in the linguistic interpretation,

“only one measurement” —-*“only one observable”

Thus, we have the following problem.

Problem 3.10.  Represent two measurements My (o) (Om=({c, h}, 21" F,;), Sy) and
Moo () (02 =(N1, 2Mi8" G2), Si,;) by only one measurement.

This will be answered in what follows.

Definition 3.11. [Product measurable space] For each k =1,2,...,n, consider a measurable
(Xg, F%). The product space X ,_; Xj of Xj (k=1,2,...,n) is defined by

n

X Xy ={(z1,22,...,2,) |2, € Xp, (F=1,2,...,n)}
k=1

Similarly, define the product X ,_, Z of Zi(€ F) (k= 1,2,...,n) by

n

k>_<15k:{(x1,x2,...,xn)]xk €=y (k=1,2,....,n)}

Further, the o-field X }_,F} on the product space X,_, X} is defined by
(1) X _ Ty is the smallest field including {X,_,Zx |Ex € Fi (k=1,2,...,n)}

( Xy Xi, K7 F%) is called the product measurable space. Also, in the case that (X,JF) =
(Xi, F) (k= 1,2,...,n), the product space X _, Xj is denoted by X", and the product
measurable space ( X ,_, X;, X |,_,F;) is denoted by (X", F").

Definition 3.12. [Simultaneous observable , simultaneous measurement] ~ Consider the basic
structure [A C A C B(H)|. Let p € &(A*). For each k = 1,2,...,n, consider a measurement
Mz (Ox = (Xi, T, Fi.), ) in A. Let (X ,_; Xi, X ;_F4) be the product measurable space.

~

An observable O = ( Xjex Xi, X _ Fy, F) in A is called the simultaneous observable of
{Or : k=1,2,...,n}, if it satisfies the following condition:

~

F(El X EQ X e X En) = Fl(El) . FQ(EQ) .. Fn(En) (311)
( VZ, € Fp (k:1,2,,n))

O is also denoted by X' O, F = X}, F. Also, the measurement M (X _; O, Spy) is
called the simultaneous measurement. Here, it should be noted that

. . n .
e the existence of the simultaneous observable X, _, Oy is not always guaranteed.

though it always exists in the case that A is commutative (this is, A = L>(1)).
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In what follows, we shall explain the meaning of “simultaneous observable”.

Let us explain the simultaneous measurement. We want to take two measurements M4(Oy,
Siy) and measurement M7 (O, Sp,)). That is, it suffices to image the following:

(b)  [state]

p(EGP(A*))

observable —_— ’measured value ‘
—(X1,01,F1)  Ma(01.5) z1(€X1)
ey

observable —_— ’ measured value ‘
XQ ?2 FQ MZ(OQ’S[P]) xQ(GXQ)

However according to the linguistic interpretation |(§3.1), two measurements Mz(Oy, Si,) and
M7(O2, S},) can not be taken. That is,

The (b) is impossible

Therefore, combining two observables O; and O, we construct the simultaneous observable
O; x Oy, and take the simultaneous measurement Mz(O; x Oy, Sj,) in what follows.

(c) — | simultanecous observable ‘—> | measured value |
p(€6P(A%)) 01 x03 M7(01x02,51,)) (4] 22)(€X1 x X2)

The (c) is possible if O; x O, exists

Answer 3.13. [The answer to Problem3.10]  Consider the state space @ such that Q =
[0,100], the closed interval. And consider two observables, that is, [C-H]-observable O, =
(X={c, h},2%, F.;,) (in Exampld2.31) and triangle observable 0% = (Y (=N1J%),2Y G*) (in Ex-
ampld2.32). Thms7 we get the simultaneous observable O, x 02 = ({c, h}leOO e xny , Frp x
G*), and we can take the simultaneous measurement M (o)(Oc, x 02, S|,j). For example,

putting w = 55, we see

(d) when the simultaneous measurement My (q)(Ocn, X O, Sis5)) is taken, the probability

(¢, about 50 °C) 0.125
(c,about 60 °C) | . S 0.125

that the measured value (h, about 50 °C) is obtained is given by 0.375 (3.12)
(h, about 60 °C) 0.375

That is because

[(For x G®)({(c, about 50 °C)})](55)
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—[F.({c})](55) - [G2 ({about 50 °C})](55) = 0.25 - 0.5 = 0.125

and similarly,

[(Fu x G®)({(c, about 60 °C)})](55) = 0.25 - 0.5 = 0.125
[(F.p x G2)({(h, about 50 °C)})](55) = 0.75 - 0.5 = 0.375
[(Fu, x G*)({(h, about 60 °C)})](55) = 0.75 - 0.5 = 0.375

#Note 3.4. The above argument is not always possible. In quantum mechanics, a simultaneous
observable O; x Oz does not always exist (See the following Example [3.14] and Heisenberg’s
uncertainty principle in Sec4.7)).

Example 3.14. [The non-existence of the simultaneous spin observables] — Assume that the
electron P has the (spin) state p = |u)(u| € &P(B(C?)), where

(0%
u= 2] Cuhere, ful = (auf? + g2 = 1)

Let O, = (X(= {1,1}),2%, F*) be the spin observable concerning the z-axis such that

Fam =y o Fwh=l Y

Thus, we have the measurement Mp(c2)(0, = (X, 2X ), Sil)-

Let O, = (X, 2%, F*) be the spin observable concerning the r-axis such that

. 1/2 1/2 . 12 —1/2
F({T}):[l/Q 1/2}’ F({¢}>:[—1/2 1/21

Thus, we have the measurement Mp(c2)(0, = (X, 2%, F*), S))
Then we have the following problem:

(a) Two measurements Mpc2)(0, = (X, 2%, F?), S|,)) and Mp(c2)(0, = (X, 2%, F7), S,) are
taken simultaneously?

This is impossible. That is because the two observable O, and O, do not commute. For
example, we see
. . 1ol [1/2 1/2] (172 1/2
FUNE =y o |1 el = |0

PO = Vs 1) o o = [ o]
And thus,

FE{tHE ({1 # F{tHF ({1
/1]
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The following theorem is clear. For completeness, we add the proof to it.

Theorem 3.15. [Exact measurement and system quantity] Consider the classical basic struc-
ture:

[Co(Q2) C L>(Q,v) C B(L*(Q,v))]

Let Of™ = (X, ¥, F) (e, (X,F, Fe)) = (Q,Bq,x) ) be the exact observable in
L>(Q,v). Let O; = (R, Bg, G) be the observable that is induced by a quantity g : 2 — R as in
Example 2.20(system quantity). Consider the simultaneous observable Oéexa) X 01. Let (z,y)
(€ X xR) be a measured value obtained by the simultaneous measurement M Lo (Q,) (Ogexa) X Oy,
Sis.))- Then, we can surely believe that x = w, and y = g(w).

Proof. Let Dy(€ Bg) be arbitrary open set such that w(€ Dy C Q=X). Also, let D;(€ Bg)
be arbitrary open set such that g(w) € D;. The probability that a measured value (z,y)

(exa

obtained by the measurement My (q,)(Oy ) X 0y, Sis.,)) belongs to Do x Dy is given by x,, (w)-
Xa—lwl)(w) = 1. Since Dy and D; are arbitrary, we can surely believe that x = w and y =

9(w). 0
3.3.2 “State does not move” and quasi-product observable

We consider that

“only one measurement” —> “state does not move”
That is because

(a) In order to see the state movement, we have to take measurement at least more than
twice. However, the “plural measurement” is prohibited. Thus, we conclude “state does
not move”

Review 3.16. [= Example2.34kurn problem] There are two urns Uy and Us. The urn U; [resp.
Us] contains 8 white and 2 black balls [resp. 4 white and 6 black balls] (¢f. Figure 3.2).

Table 3.2: urn problem

Urn\_ w-b, white ball black ball
Urn U; 8 2
Urn U2 4 6

Here, consider the following statement (a):

(a) When one ball is picked up from the urn Us, the probability that the ball is white is 0.4.
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wi(~ ) wa(~ Us)

Figure 3.2: Urn problem

In measurement theory, the statement (a) is formulated as follows: Assuming

U, --- “the urn with the state w,”
U, --- “the urn with the state wy”

define the state space Q by = {w;,ws} with discrete metric and counting measure v. That
is, we assume the identification;

Uiy = wy, U= ws,
Thus, consider the classical basic structure:

[Co(Q) C L=(Q,v) € B(L*(Q,v))]

Put “w” = “white’, “b” = “black”, and put X = {w,b}. And define the observable Owb( =
(X = {w,b},Q{“’v”},wa)) in L=(Q) by

[Fus({w})](wr) = 0.8, [Fus({6})](w1) = 0.2,

[Fus({w}))(w2) = 0.4, [Fus({0})] () = 0.6. (3.13)

Thus, we get the measurement Mye(q)(Ous, Ss,,,))- Here, Axiom 1 ([§2.7) says that

(b) the probability that a measured value w is obtained by Mpec(q)(Ouws, S[%}) is given by
Fup({0})(w2) = 0.4

Thus, the above statement (b) can be rewritten in the terms of quantum language as follows.

(c) the probability that a measured value { w } is obtained by the measurement My (q)(Ouws,

b
Ss) 1s given by

Jo[Fur({w})](w)du, (dw) = [Fup({w})](w2) = 0.4
Jal wb<{ })]<W)5wz<dw = [Fup({0})](w2) = 0.6

S

Problem 3.17. (a) [Sampling with replacement]: Pick out one ball from the urn Us, and
recognize the color (“white” or “black”) of the ball. And the ball is returned to the
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urn. And again, Pick out one ball from the urn Us,, and recognize the color of the ball.
Therefore, we have four possibilities such that.

(w,w) (w,b) (b,w) (b,d)

It is a common sense that

(w, w) 0.16

- (w, b) o 0.24

the probability that (b, w) is given by 0.24
(b,b) 0.36

Now, we have the following problem:

(a) How do we describe the above fact in term of quantum language?

Answer Is suffices to consider the simultaneous measurement Mpe(q)(0%;, Sps,,)) (=
My (@) (Oub X Oup, Si,,,1) ), where OF, = ({w,b} x {w, b}, 200PAws IR, (= Fup x Fup)).

The, we calculate as follows.

Fop({(w,w)})(w1) = 0.64, Fiy({(w,0)})(w1) = 0.16
Fiy({(b,w)})(wr) = 0.16, Fopp({(0,0)})(wr) = 04

and

F2,({(w, w)})(wn) = 0.16, F2,({(w,)}) (w2) = 0.24
F2({(b,w)})(wz) = 0.24, F2,({(b,b)})(ws) = 0.36

Thus, we conclude that

g is obtained by Mz (q) (Owp X Oup, 5[6@])

Problem 3.18. (a) [Sampling without replacement|: Pick out one ball from the urn Us,, and
recognize the color (“white” or “black”) of the ball. And the ball is not returned to
the urn. And again, Pick out one ball from the urn Us, and recognize the color of the
ball. Therefore, we have four possibilities such that.

(w,w) (w,b) (byw) (b,d)
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It is a common sense that

(w, w) 12/90
- (w,b) . 24/90

the probability that (b, w) is given by 24/90
(b,b) 30/90

Now, we have the following problem:

(a) How do we describe the above fact in term of quantum language?

Now, recall the simultaneous observable (Definition3.12)) as follows. Let Oy = (X, Fi, Fi)
(k=1,2,...,n ) be observables in A. The simultaneous observable O = (X _, X;, X |_ Ty,
F)) is defined by

F(21 X Sy X -+ X Zp) = F1(E1)Fy(Zs) - - - Fo(E,)
(V2 € F4, Vb =1,2,...,n)

The following definition (“quasi-product observable”) is a kind of simultaneous observable:

Definition 3.19. [quasi-product observable |  Let Oy = (X, J}, Fy) (k = 1,2,...,n ) be
observables in a W*-algebra A. Assume that an observable Oy , = (><Z:1 X5, &2:197167
Fis. ) satisfies

Flo. n(X1 X+ X X1 X E X X1 X - x X)) = Fi(Zg) (3.14)
(VEk € F,Vk = 1,2,...,71)

The observable Oy ,, = (><Z:1 X, X Zzlffk, Fis..,) is called a quasi-product observable
of {Of | k=1,2,...,n}, and denoted by

ap n n ap
X O, = (>< Xk, Xlk:lffk’ X Fk)
k=1,2,....,n k=1 k=1,2,...,n

Of course, a simultaneous observable is a kind of quasi-product observable. Therefore, quasi-
product observable is not uniquely determined. Also, in quantum systems, the existence of the
quasi-product observable is not always guaranteed.

Answer 3.20. [The answer to Problem[3.17] Define the quasi-product observable O,y C)f Ouwpr =
({w, b} x {w, b}, 2twbbd{wd} [, (= wa(;wab)) of Oy = ({w, b}, 2{w% F) in L>®(Q) such that

Fio({(w,0)})(w) = 8;)7, Fro({(w, b)})(w1) = 8922
Fio({(b,0)})(w1) = 2508, Fro({(b,b)})(w1) = 2;01
4% 3 4x6

Fra({(w, w)})(w2) = =55~ Fia({(w, b)}){w2) = —55
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6 x4 6 X5
90 Fia({(b,0)})(w2) = 90

Fia({(b, w)})(wz) =

Thus, we have the (quasi-product) measurement Mo (o) (O12, S)
Therefore, in terms of quantum language, we describe as follows.

W)
b

,w

b)

SRS

~— —

(
(b) the probability that a measured value E is obtained dy Mz (0)(Ouws (;é) Owb, S[5w2])
(i

S o

[ [Fra({(w, w)})](w2) = 56 ]
[Frz2({(w, 0)P](w2) = %57
[Fr2({(b, w)P](w2) = 757

| [F({(b,0)P)](w2) = 53

is given by

3.3.3 Only one state and parallel measurement

For example, consider the following situation:

(a) There are two cups A; and A, in which water is filled. Assume that the temperature of
the water in the cup Ay (k = 1,2) is wy °C (0 £ wy = 100). Consider two questions “Is
the water in the cup A; cold or hot?” and “How many degrees( °C) is roughly the water

in the cup A5?”. This implies that we take two measurements such that

(£1): Mooy (Oa=({c, h},2{¢"  Fp), Spy) in ExampldZ.31

(f2) : Mps=(q) (02 =(N1J°, QN%go,GA), Slwe]) in Exampld2.32

Al AQ
-\ VRN

Moo (@) (Ochs Spn]) \wl C 2 Q/ Mre(a) (02, Si,))

However, as mentioned in the above,
“only one state” must be demanded.

Thus, we have the following problem.
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Problem 3.21.  Represent two measurements Mz« q)(Os=({c, h}, 2{¢" F,), Sy,)) and
Mo (o) (02 =(Nip°, oNis” G2, Siw,]) by only one measurement.

This will be answered in what follows.

Definition 3.22. [Parallel observable] For each k = 1,2,...,n, consider a basic structure
[Ar € Ax C B(H)], and an observable Oy = (X, F%, Fi,) in A. Define the observable
6 = (XZ:1 Xk, &Zzlffrk, ﬁ) in ®Z:1 .Zk such that

F(El X EQ X X En) = FI(EI) X FQ(EQ) R R Fn(En> (315)
V=R € Fg (/{3 = 1,2,...,n)
Then, the observable O = (X}, X, M 7_ 5, F) is called the parallel observable in Qr_, A,

and denoted by F = iy Fr, 0= &®i_; Ok. the measurement of the parallel observable 0=

&i_; Oy, that is, the measurement M®Z:1ﬁk (6, Si®r_, p)) 18 called a parallel measurement,
and denoted by M®gzlﬁk (&®%=1 Ox, Si@r_, o)) o @y M7, (O, Sppy)-

The meaning of the parallel measurement is as follows.

Our present purpose is
e to take both measurements Mz (O1, Si,,1) and My, (02, Sjp,))

Then. image the following:

_— W—)) ’measured Value‘

p1(€GP(AT)) 0, 7, (01,50 21(€X1)

—_— — | measured value |

p2(€67(A3)) 0, Mz, (02,5(55)) z2(€X2)

(b)

However, according to the linguistic interpretation|(53.1), two measurements can not be taken.
Hence,

The (b) is impossible

Thus, two states p; and p; are regarded as one state p; ® po, and further, combining two
observables O; and O,, we construct the parallel observable O; ® Os, and take the parallel
measurement Mz o= (01 ® Oy, Sjp,@p,)) in what follows.

(c) — ‘parallel observable | measured value |
p1®pa(EGP(AT)DEP (A3)) 0,80, M, 075 (01802501001 (1,22) (€X1 x X2)
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The (c) is always possible

Example 3.23. [The answer to Problem B.21]]  Put ©Q; = Qy = [0,100], and define the

state space 7 x Q5. And consider two observables, that is, the [C-H]-observable O., =

(X={c,h}, 2%, F.,) in C(Qy) (in Exampld2.31) and triangle-observable 02 = (Y (=N1iJ),2Y G#)

in L>°(Q) (in Exampld2.32). Thus, we get the parallel observable O, ® 0% = ({c,h} x
100

Nig0, 2{ehbMie™ By @ G2) in L(Qy x §y), take the parallel measurement My (o, x0,)(Ocn ®
O%, S[(wws))- Here, note that

50.)1 &® 5w2 - 5(0.)1,0.)2) ~ (W17w2)'
For example, putting (wy,ws) = (25,55), we see the following.

(d) When the parallel measurement Mz (q, x0,)(Oc, ® 0%, Si(25,55)]) is taken, the probability

(¢, about 50 °C) 0.375
that the measured value (c, about 60 OC) is obtained is given by 0.375
(h, about 50 °C) 0.125
(h, about 60 °C) 0.125

That is because

[(Fo, @ G2)({(c, about 50 °C)})](25, 55)
=[F({cH](25) - [G*({about 50 °C})](55) = 0.75- 0.5 = 0.375

Thus, similarly,

[(F @ G®)({(c,about 60 °C)})](25,55) = 0.75- 0.5 = 0.375
[(F., © G2)({(h, about 50 °C)})](25,55) = 0.25 - 0.5 = 0.125
[(F., ® G®)({(h,about 60 °C)})](25,55) = 0.25 - 0.5 = 0.125

Remark 3.24. Also, for example, putting (w;,ws) = (55, 55), we see:

¢, about 50 °C)
¢, about 60 °C)
h, about 50 °C)
h, about 60 °C)
0.125
0.125
0.375
0.375

(
(e) the probability that a measured value E is obtained by parallel mea-
(

surement Moo, x0,)(Ocn ® 0%, Si(55,55)]) 1s given by
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That is because, we similarly, see

[Fo({ch)](55) - [G2({about 50 °C})](55) = 0.25 - 0.5 = 0.125
[Fon({c))](55) - [G*({about 60 °C})](55) = 0.25 - 0.5 = 0.125 (3.16)
[Fn({h})](55) - [G*({about 50 °C})](55) = 0.75 - 0.5 = 0.375 '
[Fo,({h})](55) - [G*({about 60 °C})](55) = 0.75 - 0.5 = 0.375
Note that this is the same as Answer 3.13] (cf. Note [3.5 later).
The following theorem is clear. But, the assertion is significant.
Theorem 3.25. [Ergodic property] For each k = 1,2,---,n, consider a measurement

Moo () (Or(:= (Xk, Tk, Fx)), Ss.)) with the sample probability space (X, F, P’). Then, the
sample probability spaces of the simultaneous measurement Mpeoy(X}_; O, Sis,;) and the
parallel measurement Mo (qn) (®k 1 Ok, S[®n M) are the same, that is, these are the same

as the product probability space

k=1
Proof. It is clear, and thus we omit the proof. ( Also, see Note [3.5 later.) ]

Example 3.26. [The parallel measurement is always meaningful in both classical and quantum

systems | The electron P has the (spin) state p; = |u1){u;| € &P(B(C?)) such that
«
w = || el = a4 157 = 1)
Let O, = (X(= {1,1}),2%, F?) be the spin observable concerning the z-axis such that

Fam =y o Fwb=l Y

Thus, we have the measurement Mp(c2)(0. = (X, 2X ), Sipi]

1

).
The electron P, has the (spin) state ps = |us)(us| € &P(B(C?)) such that
u= %] vt Juall = sk + |32 =1
Let O, = (X, 2%, F*) be the spin observable concerning the x-axis such that
e /2 1)2 e [1/2 —1/2
Fun = el Fan =40
Thus, we have the measurement Mpc2)(0, = (X, 2%, F*), S},,))

Then we have the following problem:
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(a) Two measurements Mpc2) (0, = (X,2%,F?),S),,)) and Mpc2)(0, = (X, 2%, F7),5),,))

are taken simultaneously?

This is possible. It can be realized by the parallel measurement

MB(C2)®B(C2)(OZ ®0, = (X X X, 2X><X7 F*® Fx)? S[p@p])

That is,
(T, 1)
(b) The probability that a measured value EI’ *; is obtained by the parallel measurement
(4 4)
MB((CZ)@B((CQ)(Oz ® 0., S[p®p}) is given by

(u, F=({T}Hu) (u, F*({T})u) = pips

(u, F=({THu) (u, F* ({1 })u) = pr(1 = p2)

(u, F*({$ ) (u, F*({1})u) = (1 — p1)p2

(u, F*({I ) (u, F*({I})u) = (1 = p1)(1 = p2)

(|CY1|2 + Qran + aqas + |a2|2)

N[ =

where p; = |041|2a P2 =

ANote 3.5. Theorem [3.25] is rather deep in the following sense. For example, “To toss a coin
10 times” is a simultaneous measurement. On the other hand, “To toss 10 coins once” is
characterized as a parallel measurement. The two have the same sample space. That is,

“spatial average” = “time average”

which is called the ergodic property. This means that the two are not distinguished by
the sample space and not the measurements (i.e., a simultaneous measurement and a parallel
measurement). However, this is peculiar to classical pure measurements. It does not hold in
classical mixed measurements and quantum measurement.



KSTS/RR-16/001
January 8, 2016



KSTS/RR-16/001
January 8, 2016

Chapter 4

Linguistic interpretation of quantum
systems

Measurement theory (= quantum language ) is formulated as follows.

[Axiom 1] [Axiom 2] [quantum linguistic interpretation|
e |measurement theory‘ := | Measurement +’Causality ‘+ ’Linguistic interpretation
(=quantum language) (cf. [82.7) (cf. §10.3) (cf. §31)
a kind of spell(a priori judgment) manual to use spells

Measurement theory says that

e Describe every phenomenon modeled on Axioms 1 and 2 (by a hint of the linguistic inter-
pretation)!

In this chapter, we devote ourselves to the linguistic interpretation |(§3.1) for general (or, quan-
tum) systems.

4.1 Kolmogorov’s extension theorem and the linguistic
interpretation

Kolmogorov’s probability theory (cf. [54] ) starts from the following spell:
(#) Let (X, J, P) be a probability space. Then, the probability that a event = (€ &F) happens

is given by P(Z)
And, through trial and error, Kolmogorov found his extension theorem, which says that
(f) “Only one probability space is permitted”
which surely corresponds to

(1) “Only one measurement is permitted” in the linguistic interpre-
tation |(§3.1)

85
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Therefore, we want to say that

(f) Parmenides (born around BC. 515) and Kolmogorov (1903-1987) said about the same

thing

(cf. Parmenides’ words (3.3)).
Let A be a set (called an index set). For each A € K, consider a set X,. For any subsets
A CAy(C /A\), TA, A, 1S the natural map such that:
TALAs - X XN — X X (41)
AEA2 AEN

Especially, put mp = 7, ;. Consider the basic structure

[ACACB(H)

For each \ € JA\, consider an observable (X, J), F)) in A. Note that the quasi-product ob-
servable O = (X, ;: Xy, X, 3%, F3) of { (X0, T, F)) | A € A } is characterized as the

observable such that:
Fi(nph(E2) = FA(Ey)  (VEx€FaVAEND), (4.2)

though the existence and the uniqueness of a quasi-product observable are not guaranteed in
general. The following theorem says something about the existence and uniqueness of the
quasi-product observable.

Let A be a set. For each A € A, consider a set X,. For any subset A; C Ay( C A), define

the natural map ma, A, : Xaea, X2 —> Xaea;, Xa by

X XX 3 (Ta)rers = (@a)ren, € X X, (4.3)
AEA2 AEAL

The following theorem guarantees the existence and uniqueness of the observable. It should
be noted that this is due to the the linguistic interpretation|(§3.1), i.e., “only one measurement

is permitted”.

Theorem 4.1. [ Kolmogorov extension theorem in measurement theory ( cf. [27.29] ) ] Consider

the basic structure
A CACB(H)

For each \ € /AX, consider a Borel measurable space (X, ), where X is a separable complete
metric space. Define the set Po(A) such as Po(A) = {A C A | A is finite }. Assume that the
family of the observables { Opr=( XoeaXn, Xoea T, Fa) | A e ?O(IAX) } in A satisfies the

following “consistency condition”:
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e for any A, Ay € TO(K) such that A; C A,

FA2 (WXE,AQ (EA1)) = FAl (E’Al) <VEA1 S )\5\ ‘rf)\) (44>
1

Then, there uniquely exists the observable 67\ = (X ved Xos Xycaa I, iﬁ) in A such that:

ﬁK(WX1<EA)) = FA(EA) (VEA € >\>€<A .T)\, VA € ’JDO(K))
Proof. For the proof, see refs.[27, 29].

Corollary 4.2. [Infinite simultaneous observable | Consider the basic structure
[ACACB(H)

Let A be a set. For each A € /N\, assume that X, is a separable complete metric space, &) is
its Borel field. For each \ € K, consider an observable O, = (X, Jy, Fy) in A such that it

satisfies the commutativity condition, that is,
Fk'l (Ek’1)F/€2 (Ekz) = Fk2 (EkQ)Fkl (Ek’l) (v‘Ekl € ?k'l’ VEIQ € Stkza k1 7é kQ) (45)

Then, a simultaneous observable 0= ( X ex X X NCEY F=X ek F) uniquely exists. That
is, for any finite set Ag(C A), it holds that

F(X E)x( X X))= X R(E) (YEyeF,VreA)
AEAg AeA\Ag AEAQ

Proof. The proof is a direct consequence of Theorem 4.1. Thus, it is omitted. O]

Remark 4.3. Now we can answer the following question:
(B) Why is Kolmogorov’s extension theory fundamental in probability theory ?
That is, I can assert the following chain:

(Linguistic interpretation)

Only one measurement is permitted‘

(Kolmogorov’s extension theorem 4.1l in quantum language ) (Kolmogorov’s extension theorem)

— ]The existence of measurement‘ — | The existence of sample space‘

/1]
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4.2 The law of large numbers in quantum language

4.2.1 The sample space of infinite parallel measurement ;- ; M4;(0 =
(X, T, F),5))

Consider the basic structure
[ACACB(H)
(that is, [C(H) C B(H) C B(H)], or [Cy(2) C L>=(Q,v) C B(L2(Q,V>)]>

and measurement M%(O = (X, J, F), S};)), which has the sample probability space (X, T, P,)
Note that the existence of the infinite parallel observable O (= R, 0) = (XN, X2, 7,
F(= @52, F)) in an infinite tensor W*-algebra @, A is assured by Kolmogorov’s extension
theorem (Corollaryld.2).
For completeness, let us calculate the sample probability space of the parallel measurement

Mg (0, Si@:, ») in both cases (i.e., quantum case and classical case):

Preparation 4.4. [I|: quantum system: The quantum infinite tensor basic structure is defined
by

[C(®p2, H) € B(®pL, H) € B(®pL, H)]
Therefore, infinite tensor state space is characterized by
& (Tr(@p2, H)) C 6™ (Tr(@, H)) = 6 (Tr(®, H)) (4.6)
Since Definition 2.17 says that F = F, (Vp € &(Tr(H))), the sample probability space (X,

X 2.7, Pge . p) of the infinite parallel measurement Mg p(m)(®52,0 = (XN X297,
®k = 17F), Sigx= , ;) is characterized by

n

Py p(Z1 X Za x -+ x Zy x (X X)) = X (0, F(26)) o (4.7)
k=n+1 k=1
(V2 €eF=T3,,(k=1,2,...,n),n=1,2,3--+)
which is equal to the infinite product probability measure @y _, P,.

[I1]: classical system: Without loss of generality, we assume that the state space 2 is compact,
and v(Q2) =1 (¢f. Note 2.1)). Then, the classical infinite tensor basic structure is defined by

[Co(x7219) © L¥(X32,Q, ®32yv) © B(L* (32, ®2,v))] (4.8)

Therefore, the infinite tensor state space is characterized by

& (Co(xi2a)") (= % ) (4.9)

k=1
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Put p = §,. the sample probability space (X, K2 F, Pge . p) of the infinite parallel
measurement Mz (xee g e (02,0 = (XN, M2, F, @k = 1°F), Sig= ) is characterized
by

P, p(E1 x Ep x - x By x (X X)) = X [F()](w) (4.10)
k=n+1 k=1
(VEkegj:?p,(k:1,2,...,71)’71:1,2,3...)

which is equal to the infinite product probability measure @y _, P,.
[I11]: Conclusion: Therefore, we can conclude

(#) in both cases, the sample probability space (XV, X F, Pgx . ,) is defined
by the infinite product probability space (X", X ° ,F &, P,)

Summing up, we have the following theorem ( the law of large numbers ).

Theorem 4.5. [The law of large numbers | Consider the measurement Mz(0 = (X, 3, F), S,))
with the sample probability space (X, J, P,). Then, by Kolmogorov’s extension theorem (Corol-

laryi1.2)), we have the infinite parallel measurement:
M@;;lz@iilo = (XN7 X F, @2, F), 5[®;‘;1p})

The sample probability space (XN, X ° T, Pgy | ») is characterized by the infinite probability
space (XN, X7 F, @, P,). Further, we see

(A) for any f € L'(X, P,), put

Dy = {<$1,$2,~-.) c XV | lim fQxy) + fxe) + -+ f(an)

n—oo n

( where, E(f) = [y f(x)P,(dz))

—E(N)} @)

Then, it holds that

Peye, p(Dyf) =1 (4.12)
That is, we see, almost surely,
Sy F(@) Py(dz) | = | lim, o Lottt (4.13)
(population mean) (sample mean)

Remark 4.6. [Frequency probability | In the above, consider the case that

) (=
) (B€T)

[1] [1]

fo =@ ={, ©F
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Then, put

D, = {(xl,xg, ) e XV Tim ik o € En’l sksn}_ Pp(E)} (4.14)
(where, #[A] is the number of the elements of the set A)
Then, it holds that
Pez,p(Dy.) =1 (4.15)
Therefore, the law of large numbers (Theorem [4.5) says that
(1) the probability in Axiom 1 ([§2.7)) can be regarded as “frequency

probability”
Thus, we have the following opinion:
G. Galileo - --the originator of the realistic world view
(#2)
J. Bernoulli - --the originator of the linguistic world view

4.2.2 Mean, variance, unbiased variance

Consider the measurement Mz (O = (R, Bg, F'), S,)). Let (R, Bg, P,) be its sample proba-
bility space. That is, consider the case that a measured value space X = R.
Here, define:

population mean(ug) : E[Mz(0O = (R, BgF), S,))] = /RxPp(dx)(: 1) (4.16)

population variance((04)%) : V[Mz(O = (R, BgF), S,)] = /(3: — u)?P,(dx)  (4.17)
R
Assume that a measured value (21, z9, x3, ..., ,,) (€ R™) is obtained by the parallel measure-
ment ®j_;Mz(0, Sy,). Put

= o € My1(X)

Ty +Tot -+ Tp,
- (=7)

sample distribution(v,) : v,

sample mean(zi, ) : E[®}_ M4(0, S,)] =

— /R v (dz)

sample variance(s}) : V[®}_;Mz(0, S|,))] =

~ [ =Pt

(21— )2+ (w2 — 0)* + - + (22 — )°

(21 =) + (22 — > + - + (22 — 70)°
n—1

unbiased variance(u?) : U[®}_;Mz(0, Sy,))] =

n

- [ et

T n-—1

Under the above preparation, we have:
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Theorem 4.7. [Population mean, population variance, sample mean, sample variance] Assume
that a measured value (z1, 72,23, --)(€ RY) is obtained by the infinite parallel measurement
Qre; Mz(O = (R, Bg, F), Si,). Then, the law of large numbers (Theoremi5) says that

T1+To+ -+ Ty

(4.16) = population mean(ug) = lim =: 11 = sample mean
n—00 n
P2 P2 P2
(4.17) = population variance(og) = lim (21 = po)" + (w2 = io)” + -+~ + (@0 — pig)
n—o00 n
—717)2 — )2 ... — 1)
= lim (1 = )" + (@2 = )"+ + (20 = 1) =: sample variance
n—oo n

Example 4.8. [Spectrum decomposition] Consider the quantum basic structure
[C(H) € B(H) € B(H)]

Let A be a self-adjoint operator on H, which has the spectrum decomposition (i.e., projective
observable) O4 = (R, Bg, Fl4) such that

A= /R AFA(dN)

That is, under the identification:

self-adjoint operator: A <+—  spectrum decomposition:04 = (R, Bg, F4)

identification

the self-adjoint operator A is regarded as the projective observable O4 = (R, Bg, Fla). Fix the
state p, = |u)(u| € &P(Tr(H)). Consider the measurement Mgz (04, Sjjuy(u)). Then, we see

population mean (g, ) : EMpr)(Oa, Sjuyuy)] = /RMu, Fy(d\)u) = (u, Au) (4.18)

population variance((08")?) : V[Mpm) (04, Sjuyuy)] = /R()\ — (u, Au))*(u, Fa(d\)u)
= [[(A = (u, Au))ul]” (4.19)

4.2.3 Robertson’s uncertainty principle

Now we can introduce Robertson’s uncertainty principle as follows.

Theorem 4.9. [Robertson’s uncertainty principle (parallel measurement) (cf. [65]) ] Consider
the quantum basic structure [C(H) C B(H) C B(H)]. Let A; and Ay be unbounded self-
adjoint operators on a Hilbert space H, which respectively has the spectrum decomposition:

OA1 - (RaBRaFAJ to OA1 = (R7 BRaFA1>
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Thus, we have two measurements Mp(#)(04,,S),,)) and M) (O4,, Si.1), where p, = |u)(ul
€ GP(C(H)*). To take two measurements means to take the parallel measurement:
MB((C")(OAU S[Pu]) ® MB(C")(OAza S[pu})v namely,

Mp()eB) (04, ® Oy, Spuop.))

Then, the following inequality (i.e., Robertson’s uncertainty principle ) holds that

—_

oty oy Z 51w, (Ardy — A ANu)| (Vu)(ul = pu, lullm =1)

\)

Pu Pu :
where ¢/ and o’ are shown in (4.19), namely,

{02‘1 [(Aru, Ava) — [(u, Aw) )72 = [ (Ar = (u, Ava))u
o = [(Au, Asu) — [(u, Au) P17 = [|(As — (u, Asu))u]

Therefore, putting [A;, As] = A1 As — Ay Ay, we rewrite Robertson’s uncertainty principle as
follows:

[Avull - [[Agull = [[(Ar = (u, Ayw))ul| - [|(A2 = (u, Agu))ull = [(u, [Ar, AoJu)| /2 (4.20)

For example, when A;(= Q) [resp. As(= P) | is the position observable [resp. momentum
observable | (i.e., QP — PQ) = hy/—1), it holds that

1
oG 0P 2= 5?1

Proof. Robertson’s uncertainty principle (4.20) is essentially the same as Schwarz inequality,
that is,

[(u, [A1, AoJu)| = [(u, (A1 Ay — A2 A1)u)l

= (ot (A1 = o, A (Ao = G, Asu)) = (As = {u, Agu) (s — (u, Ay)) )|
<2[|(Ar = (u, Ayu))ul| - [|(A2 — (u, Azu))ull
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4.3 Heisenberg’s uncertainty principle

4.3.1 Why is Heisenberg’s uncertainty principle famous?

Heisenberg’s uncertainty principle is as follows.

Proposition 4.10. [Heisenberg's uncertainty principle (c¢f. [18]:1927) |

(i) The position x of a particle P can be measured exactly. Also similarly, the momentum
p of a particle P can be measured exactly. However, the position z and momentum p of
a particle P can not be measured simultaneously and exactly, namely, the both errors
A, and A, can not be equal to 0. That is, the position  and momentum p of a particle
P can be measured simultaneously and approximately,

(ii) And, A, and A, satisfy Heisenberg’s uncertainty principle as follows.

A, - A, = h(= Plank constant/27=1.5547 x 107**.Js). (4.21)

This was discovered by Heisenberg’s thought experiment due to y-ray microscope. It is
(A) one of the most famous statements in the 20-th century.

But, we think that it is doubtful in the following sense.

ANote 4.1. I think, strictly speaking, that Heisenberg’s uncertainty principle(Proposition 4.8) is
meaningless. That is because, for example,

(#) The approximate measurement and “error” in Proposition 4.8 are not defined.

This will be improved in Theorem 1.5 in the framework of quantum mechanics. That is,
Heisenberg’s thought experiment is an excellent idea before the discovery of quantum mechanics.
Some may ask that

If it be so, why is Heisenberg’s uncertainty principle (Proposition 4.8) famous?

I think that

Heisenberg’s uncertainty principle (Proposition 4.8) was used as the slogan for adver-
tisement of quantum mechanics in order to emphasize the difference between classical
mechanics and quantum mechanics.

And, this slogan was completely successful. This kind of slogan is not rare in the history of
science. For example, recall “cogito proposition (due to Descartes)”, that is,

I think, therefore I am.

which is also meaningless (cf. §8.3). However, it is certain that the cogito proposition built the
foundation of modern science.
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ANote 4.2. Heisenberg’s uncertainty principle(Proposition 4.8) may include contradiction (cf.
ref. [22]), if we think as follows

(#) it is “natural” to consider that
Ap=lz—1z], Ap=Ip—pl,
where

Position: [ : exact measured value (=true value), T : measured value]
Momentum: [p : exact measured value (=true value), p : measured value]

However, this is in contradiction with Heisenberg’s uncertainty principle (4.21). That is because
(4.21)) says that the exact measured value (z,p) can not be measured.

4.3.2 The mathematical formulation of Heisenberg’s uncertainty prin-
ciple

In this section, we shall propose the mathematical formulation of Heisenberg’s uncertainty
principle 4.10.

Consider the quantum basic structure:

[C(H) € B(H) € B(H)]

Let A; (i = 1,2) be arbitrary self-adjoint operator on H. For example, it may satisfy that

[Al, AQ](lZ A1A2 — AgAl) = h\/ —17

Let O4, = (R, B, Fa,) be the spectral representation of A;, i.e., A; = [; AFy4,(d)), which is
regarded as the projective observable in B(H). Let py = |u)(u| be a state, where u € H and

|lu|| = 1. Thus, we have two measurements:
by (I8
(B1) Mp(un)(Oa, :=(R, B, Fi,), Sip,)) 22 (u, Ay
expectation
by (£18)
(BQ) MB(H)(OA2 ::(R? B? FAz)a S[pu}) . . <u7 A2u>
expectation

(Vpu = [u)(u € &°(C(H)"))

However, since it is not always assumed that A;A; — A A; = 0, we can not expect the existence

of the simultaneous observable O 4, x O4,, namely,
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e in general, two observables O4, and O,4, can not be simultaneously measured
That is,
(Bs) the measurement Mp()(O4, X O4,, Sj,,1) is impossible, Thus, we have the question:

Then, what should be done?

In what follows, we shall answer this.
Let K be another Hilbert space, and let s be in K such that ||s|| = 1. Thus, we also

have two observables O 4, :=(R, B, Fu, ® I) and O 4,07 :=(R, B, Fiy, ® I) in the tensor algebra
B(H ® K).
Put

the tensor state p,s = |u ® s){u ® s

And we have the following two measurements:

by (4.18
(C1) Mp(irar)(Oayar. Sia,.) "B ww s, (A @ D(u® ) = (u, Au)
expectation
by (@18)
(C2) MpHer) (0501, Sip,.)) — (u® s, (A2 @ I)(u® s)) = (u, Ayu)
expectation

It is a matter of course that

and
(C3) MpmeK)(Oa,er X Oayer, Sjp,.)) s impossible.

Thus, overcoming this difficulty, we prepare the following idea:

Preparation 4.11. Let EZ (1 = 1,2) be arbitrary self-adjoint operator on the tensor Hilbert
space H ® K, where it is assumed that

~ ~

(A}, As)(:= A1Ay — AyA) =0 (ie., the commutativity) (4.22)

Let O3 = (R, B, F3 ) be the spectral representation of gi, ie.d;, = Je AF'; (d)), which is
regarded as the projective observable in B(H ® K). Thus, we have two measurements as
follows:
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b ~
(D1) MB(H@K)<O,31’ S[ﬁus}) ﬂ (u®s, Ai(u®s))

expectation

b o~
(D2) Mper)(03,: Sip..)) 2O, s, A(u® s))

expectation

(Cy) and (Csy). That is, we want to regard

(Dq) and (Dy) as the substitute of (C;) and (Cs)

For this, we have to prepare Hypothesis 4.9 below.

Note, by the commutative condition (4.22)), that the two can be measured by the simultaneous
measurement Mpei)(07, % Oz ,5,.), where O3 x Oz = (R* B* F; x Fy ).

Again note that any relation between A; ® I and A, is not assumed. However,

e we want to regard this simultaneous measurement as the substitute of the above two

Putting

-~

J/\\fi =A; — A;®1 (and thus, 121\2 = ]/\\7Z + A, 1)
we define the A%_S and Zﬁﬁuj such that

A% | Nu@s)| = (A — i@ D(ues)|
AR =NV — (w5, Ni(u® 5))) (u@ s)|
=[(Ai—A®l) - (u®s, (A - A Du®s) (ues)|

where the following inequality:

1S common sense.

By the commutative condition (4.22)), (4.23) implies that

[]/\71,]/\\72]-{—[]/\\71,142@]]+[A1®I,N2] = —[A1®],A2®]]

(4.23)

(4.24)

(4.25)

(4.26)

Here, we should note that the first term (or, precisely, |(u ® s, [the first term|(u ® s))| ) of

(4.26) can be, by the Robertson uncertainty relation (¢f. Theoren.9)), estimated as follows:

2AR AR > (u@ s, [Ny, Ny (u @ 9)))|

(4.27)
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4.3.2.1 Average value coincidence conditions; approximately simultaneous mea-
surement

However, it should be noted that
In the above, any relation between A; ® I and @; is not assumed.

Thus, we think that the following hypothesis is natural.

Hypothesis 4.12. [Average value coincidence conditions |. We assume that

(u® s, Nj(u®s)) =0 (Vu e Hyi=1,2) (4.28)
or equivalently,
(W@ s, A(u®s)) = (u,Au)  (VueH,i=1,2) (4.29)

That is,

the average measured value of Mprex) (03, Sp5..))
=(u®s,A(u®s))
=(u, A;u)
=the average measured value of Mp(5)(O4,, Sjp.))
(Vu € H,||ul|lg =1,i =1,2)

Hence, we have the following definition.

Definition 4.13. [Approximately simultaneous measurement] Let A; and A; be (unbounded)

self-adjoint operators on a Hilbert space H. The quartet (K, s, A\l, 121\2) is called an approxi-
mately simultaneous observable of A; and As, if it satisfied that

(E1) K is aHilbert space. s € K, ||s||x = 1, A; and A, are commutative self-adjoint operators
on a tensor Hilbert space H ® K that satisfy the average value coincidence condition
(4.28), that is,

~

(u® s, Ai(u® s)) = (u, Aju) (Vu € Hyi=1,2) (4.30)

Also, the measurement Mp(ggx)(O i, X 03, Si5..)) is called the approximately simultaneous
measurement of Mgy (O4,, Spp.)) and Mp()(Oa,, Sip.))-
Thus, under the average coincidence condition, we regard

(Dq) and (Dy) as the substitute of (C;) and (Cs)
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And

(By) A% (= ||(A; — A1 @ I)(u®s)||) and AP (= ||(Ay — Ay @ I)(u®5s)|) are called errors of
N1 N2
the approximate simultaneous measurement measurement Mp (g i) (O i X 0] Ay Sipus])

Lemma 4.14. Let A; and A be (unbounded) self-adjoint operators on a Hilbert space H.
And let (K, s, Ay, Ag) be an approximately simultaneous observable of A; and A,. Then, it
holds that

AR = AR (4.31)
(w® s, [Ny, A @ u®s) =0  (Vue H) (4.32)
(s, [A @ NJ(u®@s)) =0 (Vue H) (4.33)

The proof is easy, thus, we omit it.

Under the above preparations, we can easily get “Heisenberg’s uncertainty principle” as

follows.

AR AP (= N AR) > |(u, [Ay, AsJu)| (Yu € H such that [|u[| = 1) (4.34)

N | —

Summing up, we have the following theorem:

Theorem 4.15. [The mathematical formulation of Heisenberg's uncertainty principle]
Let A; and Ay be (unbounded) self-adjoint operators on a Hilbert space H. Then. we have

the followings:

(i) There exists an approximately simultaneous observable(K s, 121\1, 121\2) of A1 and A,, that
is, s € K, |Is|lx = 1, A, and A, are commutative self-adjoint operators on a tensor
Hilbert space H® K that satisfy the average value coincidence condition (4.28)). There-
fore, the approximately simultaneous measurement Mpmgx)(Oz, X Oz, S5,,)) exists.

(ii) And further, we have the following inequality (i.e., Heisenberg’s uncertainty principle).

AP . A= BRSO AR = ||(Ay - Ay @ Du@ s)]| - (A = Ay @ I)(u s )|

Ny No Ny N»
1
> §\<u, [A1, As]u)|  (Vu € H such that |[u]| =1) (4.35)

(iii) In addition, if A; Ay — Ay Ay = hy/—1, we see that

ﬁus ﬁus _
Aﬁl 'ANQ > h/2 (Vu € H such that ||u|| = 1) (4.36)
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Proof. For the proof of (i) and (ii), see
e Ref. [22]: S. Ishikawa, Rep. Math. Phys. Vol.29(3), 1991, pp.257-273,

As shown in the above (4.34), the proof (ii) is easy (cf. [29,62]), but the proof (i) is not easy
(¢f [T, 29)).

4.3.3 Without the average value coincidence condition

Now we have the complete form of Heisenberg’s uncertainty relation as Theorem [4.15] To be
compared with Theorem 4,15, we should note that the conventional Heisenberg’s uncertainty
relation (= Proposition [1.10)) is ambiguous. Wrong conclusions are sometimes derived from
the ambiguous statement (= Proposition 4.10). For example, in some books of physics, it
is concluded that EPR-experiment (Einstein, Podolosky and Rosen [13], or, see the following

section) conflicts with Heisenberg’s uncertainty relation. That is,

[I ] Heisenberg’s uncertainty relation says that the position and the momentum of a particle

can not be measured simultaneously and exactly.
On the other hand,

[IT ] EPR-experiment says that the position and the momentum of a certain “particle” can

be measured simultaneously and exactly ( Also, see Note [4.4] )

Thus someone may conclude that the above [I] and [II] includes a paradox, and therefore,
EPR-experiment is in contradiction with Heisenberg’s uncertainty relation. Of course, this is
a misunderstanding. This “paradox”was solved in [22] 29]. Now we shall explain the solution
of the paradox.

[Concerning the above [I]] Put H = L*(R,). Consider two-particles system in H @ H =
L2(R?q1,q2))' In the EPR problem, we, for example, consider the state u, ( € H ® H =

LA(R?, 1) (or precisely, |u6)(u6|> such that:

1
2meo

ue(qu, go) = e (@20~ gH(@+e—b) | id(a.e) (4.37)

where € is assumed to be a sufficiently small positive number and ¢(qi,¢2) is a real-valued

function. Let A;: L2 (R? ) — L*(R? _)and Ay: L*(R? ) — L*(R? ) be (unbounded)

(q1,92) (q1,42) (g1,42) (q1,92)
self-adjoint operators such that

ho

A = Ay = ——.
1 =41, 2 i@ql

(4.38)


http://www.sciencedirect.com/science/article/pii/003448779190046P
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Then, Theorem 4. 15 says that there exists an approximately simultaneous observable( K s, fAll, /Alg)

of A; and A,. And thus, the following Heisenberg’s uncertainty relation (= Theorem [4.15)) holds,
1A e — Ayue|| - | Azue — Ague|| > 1/2 (4.39)

[Concerning the above [II|]] However, it should be noted that, in the above situation we
assume that the state u, is known before the measurement. In such a case, we may take another

measurement as follows: Put K =C, s =1. Thus, ( HRIH) K=H®H, u®s=u®1 =

u. Define the self-adjoint operators A; : LA(R?, ) — LA(RE, ,,) and A, LA(R7, ) —
L*(R?, ,,)) such that
~ ho
A =b— Ay = A 4.40
1 42, 2= A2 = (9ql ( )

Note that these operators commute. Therefore,
(f) we can take an exact simultaneous measurement of A, and A, (for the state u.).

And moreover, we can easily calculate as follows:

[ A ue — Ajuel|

// (b= q2) — q)/ 57 (@—0—a)*= 5 (a+a2-b)% | Lid(q1.02) ?
R2 27‘(’60‘
/ 2 1/2
b _ _ e 80 (a1—g2—a)*— 5 (q1+q2—b)? i|
/ /R? 42) = @) 27rea

=2, (4.41)

1/2
dQId(D}

dg1dgs

and
| Ay, — Asue| = 0. (4.42)
Thus we see
| Ay, — Ayuel| - || Asue — Asug|| = 0. (4.43)

However it should be again noted that, the measurement (#) is made from the knowledge of
the state wu,.

[[I] and [II] are consistent | The above conclusion (4.43) does not contradict Heisenberg’s
uncertainty relation (4.39), since the measurement (f) is not an approximate simultaneous mea-
surement of A; and Asy. In other words, the (K, s, El, A\2> is not an approximately simultaneous

observable of A; and A,. Therefore, we can conclude that
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(F) Heisenberg’s uncertainty principle is violated without the average value coincidence con-

dition

(c¢f. Remark 3 in ref.[22], or p.316 in [29]).

ANote 4.3. Some may consider that the formulas (4.41) and (4.42]) imply that the statement [II]
is true. However, it is not true. This is answered in Remark [8.15.

Also, we add the following remark.

Remark 4.16. Calculating the second term (precisely , (u® s, “the second term” (u®s))) and
the third term (precisely , (u ® s,“the third term” (u ® s))) in (4.26]), we get, by Robertson’s

uncertainty principle (4.20)),

IR o(Agiu) > [(u® 5, [Ni, Ay @ [|(u® 5))| (4.44)
2AT - o(Au) > [(u® s, [Ag], N (u® s))] (4.45)

(Vu € H such that |Ju|| =1)
and, from (4.20), (4.27), (4.44),(4.45), we can get the following inequality
A%’;ls . A%"; + A%‘; ~o(Apu) + A%‘: ~o(Ag;u)
ZZ%ZS ~Z%,u; + Z%‘; co(Ap;u) + Z%u: co(Ag;u)
1
2§|<u, [A1, As]u)|  (Vu € H such that ||Ju]| = 1) (4.46)

Since we do not assume the average value coincidence condition, it is a matter of course that
this (4.46]) is more rough than Heisenberg’s uncertainty principle (4.35)

If a certain interpretation is adopted such that Aﬁﬁ“s and A%“S mean “error:e(Ap,u)” and
1 2

“disturbance:n( Ay, u)”, respectively, then the inequality (4.46), i.e.,

[{u, [As; AgJu)]

N —

e(Ar, u)n(Ag, u) + €(Ay, u)o(Ag, u) + o(Ar, u)n(Az, u) >

is called Ozawa’s inequality (cf. [63]). He asserted that this inequality is a faithful description

of Heisenberg’s thought experiment ( due to y-ray microscope ).
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4.4 EPR-paradox (1935) and faster-than-light

4.4.1 EPR-paradox

Next, let us explain EPR-paradox (Einstein—Poolside-Rosen: [13] [68]). Consider Two elec-
trons P, and P, and their spins. The tensor Hilbert space H = C? ® C? is defined in what

-l e

(i.e., the complete orthonormal system {e;, es} in the C?),

follows. That is,

C2®C2:{ Z aijei@)ej\ozije(c,i,j:lj}

i,5=1,2

Putu= > aye;®@ejandv= > fje; ®e;. And the inner product (u,v), ., is defined
ig=12 ig=12
by

<u7 /U>(C2®C2 = Z al,] ’ /817.]

i,5=1,2

Therefore, we have the tensor Hilbert space H = C? ® C? with the complete orthonormal
system {e; ® e1,e1 ® €9, 5 ® €1, €9 @ €3}

For each F' € B(C?) and G € B(C?), define the F @ G € B(C* ® C?) (i.e., linear operator
FoG:C*®C?*— C?®C?) such that

(FRG)(uv)=Fu® Gu

Let us define the entangled state p = |s)(s| of two particles P, and P, such that

1
s=—=(e1®e;—e3®e)

V2

Here, we see that (s, s) = %(61®62—62®61,61®62—62®61> = %(1+1) =1,

C2@C2 c2@C2

and thus, p is a state. Also, assume that

two particles P, and P, are far.

Let O = (X,2%, F?) in B(C?) (where X = {1,]} ) be the spin observable concerning the

z-axis such that

Fam =y o Fwh=lo Y
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The parallel observable O @ O = (X2, 2% x 2% F* ® F?) in B(C? ® C?) is defined by

(70 PN = PO e ) = [y o] @) )
(70 () = P e e =) Y o) )
(70 PN = P = [y o o) Y]
(F e P){LO) = e = [0 O [0 0

Thus, we get the measurement M p(c2gc2)(0®0, Si,)) The, Born’s quantum measurement theory

says that

When the parallel measurementmeasurement Mpc2gc2) (0O ® O, Spy) is taken,

i
- L) . .
the probability that the measured value 1) is obtained
4 4)
(s, (F* @ F*)({(1, 1) })$) coyee = O
o aiven by | (5 7@ PR sbo =03
T s (P @ F{(1,D)])8) e = 05
(s, (F* @ F*)({(1, 1) })$) o =0
That is because, F'*({1})e1 = e1, F*({l})ea = €2, F*({1})ea = F*({}})e1 = 0 For example,

(s, (F7 @ FI){(1, D $) g0

Z%«@l Qe —e@e), (F*({1H @ F ({IH(e1®ex —ea @ er)) o
_1 B 1
—§<(€1 ®ey—ey®er), e ® €2>C2®C2 =5

Here, it should be noted that we can assume that the x; and the x5 (in (21, 22) € { (12, 1.),
(12,42), (42, 12), (42, 42)}) are respectively obtained in Tokyo and in New York (or, in the earth

and in the polar star).

(probability 1) (probability 1)
(b) (c)
T s \ T
o o or o o
Tokyo New York Tokyo New York

This fact is, figuratively speaking, explained as follows:
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e Immediately after the particle in Tokyo is measured and the measured value 1, [resp. |.]
is observed, the particle in Tokyo informs the particle in New York “Your measured value

has to be |, [resp. 1.}”

Therefore, the above fact implies that quantum mechanics says that there is something faster

than light. This is essentially the same as the de Broglie paradoz (cf. [68]). That is,

e if we admit quantum mechanics, we must also admit the fact that there is

something faster than light (i.e., so called “non-locality”).

#Note 4.4. EPR-paradox is closely related to the fact that quantum syllogism does not hold in
general. This will be discussed in Chapter 8. The Bohr-Einstein debates were a series of public
disputes about quantum mechanics between Albert Einstein and Niels Bohr. Although there
may be several opinions, I regard this debates as

[Binstein| — «— [Bohr]

(realistic view) Vs (linguistic view)

For the further argument, see Section [10.7/ (Leibniz-Clarke debates).
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4.5 Bell’s inequality(1966)

4.5.1 Bell’s inequality is violated in classical and quantum systems

J. Bell’s inequality is important in the relation of ”the hidden variable”. J. Bell showed that,
if Bell’s inequality is violated, then the hidden variable does not exist. However, it shoulde be
noted that even if Bell’s inequality is violated, it does not imply that quantum mechanics is
wrong. In this section I would like to mention some of the things about Bell’s inequality, though
I am not concerned with ”"the hidden variable”.

Firstly, let us mention Bell’s inequality in mathematics.

Theorem 4.17. [Bell's inequality] Let (Y, G, i) be a probability space. Consider measurable
functions fi : Y — {—1, 1} (k; = 1,2,3,4), and define the correlations: C’13 = fY fi(y)

fs(p(dy), Cu = [y fr(y)- fa(y)u(dy), Coz = [, fo(y)- fs(y)p(dy), Cos = [ fo(y)- fa(y)u(dy).
Then, we have Bell’s mequalzty such that

|C13 — Cha| + [Cog + Cou| < 2. (4.47)
Proof. It is easy as follows.
|Chs — Ca| + [Caz + Cou|
< [ 500150 = £@lutd) + | 1) 1) + F0)lutdy) =2

The purpose of this section is

e to discuss the classical version of Aspects’ experiment ( which proves that ”Bell’s inequal-

ity” is violated).

Here, let us prepare three steps (I~III) as follows.

[Step I] Consider the basic structure:
A CACB(H)

Define the measured value space X? = {—1,1}? such that X? = {-1,1}? = {(1,1),(1,-1),
(=1,1), (=1,-1)}.

! This section is extracted from the following paper:

Ref. [30]: S. Ishikawa, “A New Interpretation of Quantum Mechanics,” Journal of Quantum Information
Science, Vol. 1 No. 2, 2011, pp. 35-42. |doi: 10.4236/jqis.2011.12005


http://www.scirp.org/journal/PaperInformation.aspx?paperID=7610

KSTS/RR-16/001
January 8, 2016

106 Chapter 4 Linguistic interpretation of quantum systems

Consider two complex numbers a = a3 + asy/—1 and b = 1 + f23/—1 such that |a| =

V]ai)? + Jas]2 = 1 and [b] = +/|B1]? + |B2]? = 1. Define the probability space (X2, P(X?), va)

such that

var({(1, 1)}) = vay({(=1, =1)}) = (1 — a1 1 — azf3) /4
Vab({(1; —1)}): l/ab({(—l, 1)}): (1 + oqﬁl + 04262)/4. (448)

The correlation function P(a,b) is calculated as

P(a,b) = Y w1 zova({(21,72)}) = —a1 81 — aafs (4.49)

(z1,22)EX XX

Our present problem is as follows.

(D):Problem
Find the measurement Mz(Og := (X2, P(X?), Fup), Spp)) that satisfies

Vab(E) = pO(Fab(E)) (VE € ?(X2))

This will be answered in the following step [I1].
[Step: II] Consider the problem in the two cases. That is,

(i):quantum case: [A = B(C?* @ C?)]
(ii):classical case: [A = Co(Q2 x Q)]

(i): quantum case [A = B(C?) ® B(C?) = B(C*® C?) |

Put
ol ool o

For each ¢ € {a,b}, define the observable O, = (X,P(X),G.) in B(C?) such that

-]
—c 1|
Consider the two particles quantum system in B(C? ® C?).
Consider two states ps = [t)(¢s] and py = [¢ho)(¥o| ( € &7(B(C* @ C?)*)). Here, put
Yy =(e1®ey —ey®e1)/v2and Yy = e, @ ey.
Consider the unitary operator U (€ B(C? ® C?) such that Uty = 1),.
Consider an observable Oy, = (X%, P(X?), Fy := U*(G, ® Gy)U) in B(C* ® C?), and get

the measurement Mpc2gc2)(Oas, Sipo)-

1 ¢

Gy =3, §|. ct-m-

N —
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This clearly satisfies (D). That is because we see that, for each (z1,zs) € X2,

po(Fap({(21,22)})) = (o, Fan({ (1, 22) })1bo)
=(Vs, (Ga({71}) ® Gy({22}))s) = van({ (21, 22)}).

(ii): classical case: [A = Cp(2) @ Cp(2) = Cp(£2 x Q)]
Put wo(= (wh,wy)) € Q x Q, and py = 0y, (€ SP(Co(2 x 2)) ).
Define the observable O, := (X%, P(X?), F,3) in L®(Q x Q) such that

[Fap({ (21, 22)})](wo) = van({ (21, 72)})

Therefore, we get the measurement My (ox0)(Oqp, S[(;wo]), which clearly satisfies (D).
[Step III] For each k = 1,2, consider two complex numbers a*(= of + a5y/—1) and
V(= B + B5v/—1) such that |a*| = |b*| = 1.

Consider the tensor parallel measurement ®; ;-2 Ma(Ouip = (X2, P(X?), Fhii), Sjpy]) in

the tensor W*-algebra ®, _, ,A. Assume the measured value z(€ X®). That is,

1,7=1,2

v = (21, 73)), (21, 237, (21, 23), (27", 257))

e X X?

i,j=1,2

Here, we see, by (4.49), that, for any i,j = 1,2,

P V)= > a2 po(Fow ({(aV,25)}))
(:Bij,xéj)EXXX
= —aif] — eyl

Putting

Y

al = v/—1, b1:—1+ _1,a2:1, b2:—1— -1
V2 V2

we get the following equality:
P(a', ") = P(a},%)] + [P(a%,D) + P(a%,1?)| = 2v2 (4.50)

Thus, in both cases ( i.e., quantum case [A = B(C*®C?)] and classical case [A = Cy(QxQ)]),
the formula (4.50) holds. This fact is often said that

Bell’s inequality is violated

though we omit the explanation of the relation between the equality (4.50) and Bell’s inequality
@&47).
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Remark 4.18. [Shut up and calculate]. The above argument may suggest that there is some-

thing faster than light. However, when faster-than-light appears, our standing point is
Stop being bothered
This is not only our opinion but also most physicists’. In fact, in Mermin’s book [61], he said
(a) “Most physicists, I think it is fair to say, are not bothered.”

(b) If T were forced to sum up in one sentence what the Copenhagen interpretation says to

me, it would be “Shut up and calculate”

If it is so, we want to assert that the linguistic interpretation |(§3.1) is the true colors of “the

Copenhagen interpretation”. That is because I also consider that

(c) If T were forced to sum up in one sentence what the linguistic interpretation says to me,

it would be “Shut up and calculate.”
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Fisher statistics (I)

Measurement theory (= quantum language ) is formulated as follows.

[Axiom 1] [Axiom 2| [quantum Tinguistic interpretation]|
e |measurement theory‘ := | Measurement |+ ’ Causality ‘+ ’Linguistic interpretation
(=quantum language) (cf. [82.7) (¢f. §10.3) (cf. §31)
a kind of spell(a priori judgment) manual to use spells

Measurement theory says that

e Describe every phenomenon modeled on Axioms 1 and 2 (by a hint of the linguistic inter-
pretation)!

In this chapter, we study Fisher statistics in terms of Axiom 1 ( measurement: [§2.7). We shall
emphasize

the reverse relation between measurement and inference

(such as “the two sides of a coin”).

The readers can read this chapter without the knowledge of statistics.

5.1 Statistics is, after all, urn problems

5.1.1 Population(=system)<>state

Example 5.1. The density functions of the whole Japanese male’s height and the whole Amer-
ican male’s height is respectively defined by f; and f4. That is,

/ h fo(2)d A Japanese male’s population whose height is from a(cm) to 5(cm)
x)dr =
o / A Japanese male’s overall population

109
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A An American male’s population whose height is from a(cm) to f(cm)
fA(l‘)dl‘ = : ’ :
o An American male’s overall population

Let the density functions f; and f4 be regarded as the probability density functions f; and fa
such as

the set of all Japanese males
(A) From { the set of all American males

ability that his height is from a(cm) to S(cm) is given by

([, D)) (wy) = [2 fola)d ]
[Fu(ler, ) (wa) = [ falx)dz

Now, let us represent the statements (A;) and (As) in terms of quantum language: Define
the state space Q by Q = {wy,wa} with the discrete metric dp and the counting measure v
such that

} , choose a person (at random). Then, the prob-

v({ws}) =1, v({wa}) =1

<It does not matter, even if v({w;}) = a, v({wa}) =15 (a,b> 0)>

UI%(SL‘U U2%5w,4

All Japanese males All American males

in this urn U in this urn U,

Figure 5.1: Population~urn(<>state)

Thus, we have the classical basic structure:
Classical basic structure[Cy(Q) C L*>°(Q,v) C B(L*(Q,v))]
The pure state space is defined by
S"(Co(€)") = {00, 0ua} = {ws,wa}t = Q
Here, we consider that
0w, -+ “the state of the set U; of all Japanese males”,

d

wa “the state of the set U, of all American males”,
and thus, we have the following identification (that is, Figure [5.1)):
Ul ~ 50.1]; U2 ~ 50.),4

The observable Oy, = (R, B, F},) in L>®(Q,v) is already defined by (A). Thus, we have the
measurement My (q)(Op, Sjs5,]) (w € Q@ = {ws,wa}). The statement(A) is represented in terms
of quantum language by
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Moo (@) (On, Siw,)

(B) The probability that a measured value obtained by the measurement
MLOO(Q) (Oh7 S[w,q])

belongs to an interval [, () is given by

cv(@ (Fus Ful[038)) ) ey = [Pl B))] ()
Co(@)* 5wA,Fh([0475)))L°°<w,u)

[
=
B
=
©
=

Therefore, we get:

statement (A)| ———— |statement (B)

translation
(ordinary language) (quantum language)

5.1.2 Normal observable and student ¢-distribution

Consider the classical basic structure:
[Co(Q2) € L=(Q2,v) € B(L*(Q,v))]

where 2 = R (=the real line) with the Lebesgue measure v. Let o > 0 be a standard deviation,
which is assumed to be fixed. Define the measured value space X by R (i.e., X = R ). Define
the normal observable Og, = (X (= R), By, G,) in L>*(Q,v) such that

mmw—l‘&m}iuwﬂw (5.1)

o 202

(VE € By (= Bg), Yw € Q(=R))

where By is the Borel field. For example,

1 20 22
e 202 dz = 0.683... / e 22dxr = 0.954...,
vV 27T02 — V2ro? J os
1.960
e 202 dz=0.95
V2ro? J_1.960
_ 1 Py
Y= Var?® 2
—o5 — o ok >z

Q 68.3V
95.4

Figure 5.2: Error function
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Next, consider the parallel observable @;_, O¢, = (R", Brn, @ _, Go) in L*(Q", v¥") and
restrict it on

K={(ww,...,w)€Q"|weQ}C Q")

This is essentially the same as the simultaneous observable O" = (R™, Bgn, X ,_; G) in L>®(Q).
That is,
< Go (20)](w)

1

(X Gy)(E1 X Eg x -+ X E,)[(w) =
k=1 k

1 1 ,
(e — 2
X %Jéfm{ (o1~ d (52)

Then, for each (z1,xq, - ,x,) € X"(=R"), define
— 1 +2xog+ -+,

Tn

n
T —Tp)2 A+ (T2 —Tp)? + -+ (T — Tn)?

s
Un = n—1

and define the map ¥ : R® — R such that

. ) B Ty — W
yrn) T Un/\/ﬁ
Then, we have the observable Oz = (X (= R), By, 7)) in L>*(R) such that

(xq, 2o, ...
o /_ﬁ c 5})} w) (VZeF)  (5.3)

The observable Oge = (X(=R), By, T)7) in L*(R) is called the student ¢ observable .
Here, putting

[77(2)](w) = [G(f({(xl,a:g,...,xn) ER" |

I'(n/2 2
fi(z) = {T(n/2) (1+ ’ )/ (I' is Gamma function) (5.4)
(= Drl((n—1)/2)  n-1
we see that
1IENw) = [ £ (Ees) (55)
which is independent of w and o. Also note that
2
lim f7(z) = lim L(n/2) (1+— )
.

a ) = e = e (= 1)/2)
1 2
me

thus, if n > 30, it can be regarded as the normal distribution N(0,1)( that is, mean 0, the
standard deviation 1).

2
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5.2 The reverse relation between Fisher ( =inference)
and Born ( =measurement)
In this section, we consider the reverse relation between Fisher ( =inference) and Born (

=measurement)

5.2.1 Inference problem ( Statistical inference )

Before we mention Fisher’s maximum likelihood method, we exercise the following problem:

Problem 5.2. [Um problem( =Examplé2.34), A simplest example of Fisher's maximum
likelihood method|

There are two urns U; and Us. The urn U; [resp. Us| contains 8 white and 2 black balls
[resp. 4 white and 6 black balls].

Ul(% wl)

loJeoJeolo) )
(oJeJele) )

Figure 5.3: Pure measurement (Fisher’s maximum likelihood method)
Here consider the following procedures (i) and (ii).

(i) One of the two (i.e., U; or Us) is chosen and is settled behind a curtain. Note, for
completeness, that you do not know whether it is U; or Us.

(ii) Pick up a ball out of the unknown urn behind the curtain. And you find that the ball
is white.

Here, we have the following problem:

(iii) Infer the urn behind the curtain, U; or U,?

The answer is €asy, that is, the urn behind the curtain is U;. That is because
the urn U; has more white balls than U,. The above problem is too easy, but it includes the
essence of Fisher maximum likelihood method.

5.2.2 Fisher’s maximum likelihood method in measurement theory

We begin with the following notation:
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Notation 5.3. [M7(O, Sp,)]: Consider the measurement My (O=(X,J, F), S,)) formulated
in the basic structure [A C A C B(H)]. Here, note that

(A1) In most cases that the measurement My (0=(X,J, F)), S,)) is taken, it is usual to think
that the state p (€ G”(A*)) is unknown.

That is because

(As) the measurement M, (O, S,)) may be taken in order to know the state p.

Therefore, when we want to stress that

we do not know the state p
The measurement Mz (O=(X,J, F'), S|,)) is often denoted by
(A3) Mﬁ (OI(X, \rf, F), S[*]

Further, consider the subset K(C &P(A*)). When we know that the state p belongs to K, My
(0=(X,T,F), Sp) is denoted by Mz(O, Sy ((K))). Therefore, it suffices to consider that

Mz(0, 51y) = Mz(0, 5(6"(A")))

Using this notation Mz(O, Sj,j), we characterize our problem (i.e., inference) as follows.

Problem 5.4. [Inference problem]

(a) Assume that a measured value obtained by Mz(O=(X,J, F'), Si,(K))) belongs to Z(e
F). Then, infer the unknown state [] (€ )

or,

(b) Assume that a measured value (z,y) obtained by Mz(O=(X x Y,F X G, H), S,4(K)))
belongs to Z x Y (2 € &F). Then, infer the probability that y € I.

Before we answer the problem, we emphasize the reverse relation between “inference” and
“measurement”.
The measurement is “the view from the front”, that is,

(By) (observable[0], statew(e Q)]) —— s measured value[z(€ X))
Moo (0)(0,S[])

On the other hand, the inference is “the view from the back”, that is,

(B2) (observable[O], measured value[z € Z(€ F)]) % state [w(€ Q)]
1o0(2)(0,5p

In this sense, we say that
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the inference problem is the reverse problem of measurement

Therefore, it suffices to image Fig. 5.4.

(measurement)

A\

(measuring object) }

’unknown state‘ —_— _— ’measured value ‘
: (measuring instrument) probabilistic (output)

(observer)

inference ‘

Figure 5.4: The image of inference

In order to answer the above problem 5.4 we shall describe Fisher maximum likelihood

method in terms of measurement theory.

Theorem 5.5. [(Answer to Problem [5.4(b)): Fisher's maximum likelihood method(the general

case)] Consider the basic structure
[ACACBH)

Assume that a measured value(z, y) obtained by a measurement M7(O=(XxY,F X G, H), S;,;(K)))
belongs to = x Y (= € F). Then, there is reason to infer that the probability P(I') that y € I’

is equal to
po(H(E xT))
P() = (VI' € 9)
po(H ( )
where, pg € K is determined by.
po(H(Z X Y)) = max p(H(E xY)) (5.6)

Proof. Assume that py,ps € K and pi(H(E X Y)) < po(H(E x Y)). By Axiom 1 (

measurement: [§2.7))

(i) the probability that a measured value(x,y) obtained by a measurement Mz(O, S|,,;) be-
longs to = x Y is equal to p1(H(E x Y))

(ii) the probability that a measured value(x,y) obtained by a measurement Mz(O, S,,)) be-
longs to Z x Y is equal to po( H(Z X Y))
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Since we assume that p;(H(Z x Y)) < po(H(Z x Y)), we can conclude that “(i) is more rare
than (ii)”. Thus, there is a reason to infer that [*] = wy. Therefore, the pg in (5.6)) is reasonable.

Since the probability that a measured value(z,y) obtained by Mz(O, Si,,)) belongs to Z x I is
given by po(H(ZE x I')), we complete the proof of Theorem 5.5l O

Theorem 5.6. [(Answer to[5.4(a)): Fisher's maximum likelihood method in classical case ]
(i): Consider a measurement Mze)(O =(X,F, F'), Si((K))). Assume that we know that a
measured value obtained by a measurement My« q)(O, S ((K))) belongs to = (€ F). Then,
there is a reason to infer that the unknown state state [x] is wy (€ Q) such that

[F(Z))(wo) = max[F(Z)](w)

wef)

Figure 5.5: Fisher maximum likelihood method

(ii): Assume that a measured value z, (€ X) is obtained by a measurement My (q)(O
=(X,7,F), S(K)). Define the likelihood function f(z,w) by

F(2))(w)
o) (5:7)

Then, there is a reason to infer that [x] = wy(€ K) such that f(zq,wo) = 1.

r,w) = inf [ lim
J(,w) wieK LE32,[F(2)](w1)#£0,E—{x} [F(

(1]

Proof. Consider Theorem [5.5/in the case that
[ACACB(H)] =[Co(Q) C L>=(Q) C B(L*(Q)]

Thus, in the measurement M) (O=(X x Y,F X G, H), S;,(K))), consider the case that
Fixed O1=(X,J, F), any 0,=(Y,9,G),
0=0; x 0y, = (X xY,FXG F xG), po=0y,

Then, we see

[H(Z)](wo) x [G(T)](wo)
[H(ZE)](wo) x [G(Y)](wo)

And, from the arbitrariness of O, there is a reason to infer that

P(I') = = [G(M)](wo) (VT €9) (5.8)

[*] = 64«10( ~ (")0)

identification
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#Note 5.1. The linguistic interpretation says that the state after measurement is non-sense. In

this sense, the readers may consider that

(#1) Theorem [5.0] is also non-sense

However, we say that
(#2) in the sense of (5.8)), Theorem [5.6 should be accepted.

or
(#3) as far as classical system, it suffices to believe in Theorem [5.6

Answer 5.7. [The answer to Problem 5.2 by Fisher's maximum likelihood method)]
You do not know which the urn behind the curtain is, U; or Us.

Assume that you pick up a white ball from the urn.
Which do you think?

The urn is Uy or Uy?
/O

Figure 5.6: Pure measurement (Fisher’s maximum likelihood method)

Answer: Consider the measurement Moo (O= ({w, b}, 21w} F) S, where the ob-
() [+]
servable Oy, = ({w,b}, 21w F,) in L=(Q) is defined by
[Fun({0})](w1) = 0.2
(5.9)

[Fup({w})](wi) = 0.8,
[Fup({w})](w2) = 0.4,

Here, we see:
max{[Fyps({w})](wr), [Fus({w})](w2)}
=max{0.8,0.4} = 0.8 = F,,({w})](w1)
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Then, Fisher’s maximum likelihood method (Theorem [5.0]) says that
(] = w1

Therefore, there is a reason to infer that the urn behind the curtain is Uj. O

ANote 5.2. As seen in |[Figure 5.4] , inference (Fisher maximum likelihood method) is the reverse
of measurement (i.e., Axiom 1 due to Born). Here note that

(a) Born’s discovery “the probabilistic interpretation of quantum mechanics” in [6] (1926)

(b) Fisher’s great book “Statistical Methods for Research Workers” (1925)

Thus, it is surprising that Fisher and Born investigated the same thing in the different fields in
the same age.
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5.3 Examples of Fisher’s maximum likelihood method

All examples mentioned in this section are easy for the readers who studied the elementary

of statistics. However, it should be noted that these are consequence of Axiom 1 ( measurement:

§2.7).

Example 5.8. [Urn problem]

such as:
Table 5.1: urn problem
w-b\_ Urnl Urn U, Urn Us Urn Us
white ball 80% 40% 10%
black ball 20% 60% 90%
Here,

Each urn Uy, Us, Uz contains many white balls and black ball

(i) one of three urns is chosen, but you do not know it. Pick up one ball from the unknown

urn. And you find that its ball is white. Then, how do you infer the unknown urn, i.e.,

Ul, UQ or (]37

Further,

(ii) And further, you pick up another ball from the unknown urn (in (i)). And you find that

its ball is black. That is, after all, you have one white ball and one black ball. Then, how

do you infer the unknown urn, i.e., Uy, Us or Us?

In what follows, we shall answer the above problems (i) and (ii) in terms of measurement

theory.

Counsider the classical basic structure:

[Co(Q2) C L>(Q,v) C B(L*(Q,v))]

Put

0w, (R wj) < [the state such that urn Uj is chosen] (j

Thus, we have the state space Q ( ={w;,wq, w3} ) with the counting measure v. Further, define

the observable O = ({w, b}, 2"} F) in C(Q) such that

F({w})(w;) = 0.8,
F({b})(wr) = 0.2,

F({w})(wz) = 0.4,
F({b})(w2) = 0.6,

F({w})(ws) = 0.1
F({b})(ws) = 0.9
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(A

Answer to (i): Consider the measurement Moo () (O, S}), by which a measured value “w

is obtained. Therefore, we see
[F{w})](w1) =0.8 = rggg[F({w})](w) = max{0.8, 0.4, 0.1}
Hence, by Fisher’s maximum likelihood method (Theorem5.6) we see that
(] = wr

Thus, we can infer that the unknown urn is Uj.
Answer to (ii): Next, consider the simultaneous measurement My q)( Xizl 0 = (X?

2X* F= Xizl F), Spq), by which a measured value (w, b) is obtained. Here, we see

[F({(w.h)D]w) = [F({wh)]w) - [F{b})](w)

thus,

[F({(w,0)}](w1) = 016, [F({(w,b)})](w2) =024, [F({(w,)})](ws) = 0.09
Hence, by Fisher’s maximum likelihood method (Theoreni5.0), we see that
[*] = W2

Thus, we can infer that the unknown urn is Us. O

Example 5.9. [Normal observable(i): 2 =R] As mentioned before, we again discuss the

normal observable in what follows. Consider the classical basic structure:
[Co(Q) C L>(Q,v) C B(L*(Q,v))] (where, Q =R)

Fix o0 > 0, and consider the normal observable O¢g, = (R, By, G,) in L*(R) (where Q = R)
such that

Go(EN0) = o= [ expl = 5o = Pl

(VE e Bg, VueQ=R)

Thus, the simultaneous observable X;_, Og. (in short, 0%.) = (R?, By, G2

3) in L*(R) is
defined by
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G (~1 X By X Z3)] (1) = [Go(E1)](1) - [Go(Z2)] (1) - [Go(Z3)) (1)
(= )+ (g — )’ + (25— )
v L |

X dl’ldl’gdl'g

(VEr € Br,k=1,2,3, VueQ=R)

Thus, we get the measurement My ) (0%, Sp)

Now we consider the following problem:

(a) Assume that a measured value (29, 29, ) (€ R?) is obtained by the measurement Mo (g)(OF,_,

Sp1)- Then, infer the unknown state [*](€ R).

Answer(a) Put

1 1

— =1,2
N’ 2 N] (Z ) 73)

Assume that N is sufficiently large. Fisher’s maximum likelihood method (Theoreml5.6)) says

that the unknown state[ x | = g is found in what follows.
[G5(E1 x E2 x E3)](10) = Iileag[Gi(El x Hp X Z3)(p)

Since N is sufficiently large, we see

1 (21 — po)® + (25 — po)” + (25 — po)?
———exp| — 5 ]
(v2mo)3 20
1 0 _ )2 0 2 0 )2
o o - G = (=
ner L(y/2mo)3 202
That is,
(21 = p0)” + (&5 = po)? + (a5 — pro)” = min { (2 — ) + (a5 — p)” + (2§ — o)?}

Therefore, solving %{- -+ } =0, we conclude that

2 + 2 +
fo=""3

[Normal observable(ii)] Next consider the classical basic structure:
[Co(Q) € L>(Q,v) C B(L*(Q,v))] (where, Q =R xRy)

and consider the case:
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e we know that the length of the pencil p is satisfied that 10cm g L cm <30.

And we assume that

(#) the length of the pencil p and the roughness o of the ruler are unknown.

That is, assume that the state space Q = [10,30] x Ry (={p € R | 10 < 4 £30} x {0 €

R | o> 0})
Define the observable O = (R, Bg, G) in L>([10,30] x R,) such that

[GE) (1, 0) = [Go(E)(1)  (VE € By, V(p,0) € 2=][10,30] x Ry)
Therefore, the simultaneous observable O* = (R?, Bg,, G*) in C([10,30] x Ry ) is defined by

[G°(E1 X By X B3)](1,0) = [G(E1)] (1, 0) - [G(Za)](1, 0) - [G(E3)] (s, 0)
:ﬁ /E1><Ez><53 p| = e (%2;2’@ + 4% = 4] |dxdrodrs
(V2 € Ba k= 1,2,3, Y(u,0) € Q= [10,30] x R,)

Thus, we get the simultaneous measurement My (10,30 xr +)(O3, Sp). Here, we have the follow-

ing problem:

(b) When a measured value (z{, 29, 23) ( € R?) is obtained by the measurement M (10 30]xr )
(03, Spy), infer the unknown state [*|(= (uo,00) € [10,30] x R.), i.e., the length g of

the pencil and the roughness oy of the ruler.

Answer (b) By the same way of (a), Fisher’s maximum likelihood method (Theoreml5.6)

says that the unknownstate [ % | = (1, 0¢) such that
1 (29 — po)® + (2 — po)* + (a5 — p1o)?
———— exp| - > )
(V2mop)? 204
1 0_ )2 0 _ )2 0_ )2
— max { exp[ . (xl M) + (1’2 :U“) + ($3 ,LL) ]} (51())
(.0)€[1030] xRy L (1/270)3 202
Thus, solving %{~~-}: , {3 =0 we see
10 (when (29 + 23 +29)/3 < 10)
po =1 (@¥+29+2%)/3  (when 10 < (29 + 29+ 29)/3 £ 30) (5.11)

(when 30 < (29 4 25 +29)/3)

30
o0 = (@) — 72 + (2 — )2 + (a3 — 0)2}/3
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where

fi = () + a5+ 3)/3

O
Example 5.10. [Fisher's maximum likelihood method for the simultaneous normal measurement].
Consider the simultaneous normal observable OF = (R", Bg,G") in L>®(R x Ry) (such as

defined in formula (5.2])). This is essentially the same as the simultaneous observable 0" =

(R", Brn, X_; Gy) in L®(R x R,). That is,

(X Go)(Er x =y x o X Ep)](w) = k;l[Ga(Ek)](w)

1 1 9
e — ——(xp, — dz
k=1+/270 /Ek xp[ 202( * M)] *

(V= € By (= Bg), YVw = (,0) € (=R x R}))

3
I X'=

Assume that a measured value © = (x1, 2, ..., x,)(€ R") is obtained by the measurement
Moo mxr,)(O" = (R", BR, G7),S). The likelihood function L,(u, o)(= L(x, (11, 0)) is equal to
1 S (e — )
L,(j,0) = ———— exp| — &=k=1

or, in the sense of (5.7),

1

_ Zzzl(l’k —N)Q ]

exp| ;
. (V2mo)n 20
Lac(ﬂ’» 0) — I oxc [ _ Zgzl(xk_ﬁ(z))z] (5.12)
(Vara(@)r P %)
(Vx:(xl,xg,...,xn)eR”7 VWZ(M,U)GQ:RXR+)
Therefore, we get the following likelihood equation:
OL,(u, OL,(u,
Oalp0) _ g OLaliio) _ g (5.13)
o 0o

which is easily solved. That is, Fisher’s maximum likelihood method (Theorem5.0]) says that

the unknown state [*] = (u,0) (€ R x R, ) is inferred as follows.

_ T+ 29+ ...+ 2Ty
p= () = : (5.14)

#(z) = \/ ZZl(xkn— Al(@))” (5.15)

g
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5.4 Moment method: useful but artificial

Let us explain the moment method (cf. [29]), which as well as Fisher’s maximum likelihood
method are frequently used.

Consider the measurement My (O =(X,3,F), S[p]) , and its parallel measurement ®}_, M4 (O
= (X,9,F), S) (=Maa(Qj_, 0 := (X", T, Q,_, F), S[®Z:1P])' Assume that the measured
value (z1, zg, ..., z,)(€ X™) is obtained by the parallel measurement. Assume that n is suffi-
ciently large. By the law of large numbers (Theorem 4.5]), we can assure that

Ozy + Oz + - + 0g,
- jz_ - )

M1 (X) 5 va( = = p(F()) € My (X) (5.16)
Thus,
(A) in order to infer the unknown state p(€ GP(A*)), it suffices to solve the equation (5.10)

For example, we have several methods to solve the equation (5.16) as follows.

(B1) Solve the following equation:
[ () = p(E(Dlaexy = mind[[vn(-) = p1(F () llwex) [ o1(€ S7(AY))} (5.17)

(By) For some fi, fo, -+, fr € C(X) (= the set of all continuous functions on X), it suffices
to find p(€ &P(A*)) such that A(p) = min,, cera~)) A(p1), where

=S| [ semtae) - [ niontrie)

:Zn:‘fk(171)+fk($2) e+ fr(wn) / Fule df)))

n

(Bs) In the cases of the classical measurement M) (O = (X, 5, F), S},)) (putting p = &),

it suffices to solve

0= ’kal + fr(x ) o+ fi(n) /fk

k 1

)’ (5.18)
or, it suffices to solve

( file)+fi(z2)++fi(zn) fX fl df)]( )

n

fa(z1)+fa(xa)+-+fa(zn) fX f2 dé.)]( )

n
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(By4) Particularly, in the case that X = {&1,&, -+, &y} is finite, define f1, fo, -+, fn € C(X)
by

fe(€) = X, (§) = { (1) Eg ; ?lz;

and, it suffices to find the p(= J,) such that

i ‘X{sk}(xl) + Xy (@2) -+ Xy (2n)

’ - [ X (Ot ae)
:;(“{xm = tndl (e =0

k=1

The above methods are all the moment method. Note that

(Cy) It is desirable that n is sufficiently large, but the moment method may be valid even when
n=1.

(Cy) The choice of f is artificial ( on the other hand, Fisher’ maximum likelihood method is
natural).

Problem 5.11. [=Problemb5.2t Urn problem: by the moment method]
You do not know which the urn behind the curtain is, U; or Us.
Assume that you pick up a white ball from the urn.

The urn is Uy or Uy? Which do you think?

Figure 5.7: Inference(by moment method)

Answer: Consider the measurement My (o) (0= ({w, b}, 21w F) S.,)). Here, recall that
the observable O, = ({w, b}, 2{"? F,;) in L>®(Q) is defined by

[Fup({w})](wr) = 0.8, [Fup({0})](w1) = 0.2
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[Fus({w})](w2) = 0.4, [Fus({b})](w2) = 0.6

Since a measured value “w” is obtained, the approximate sample space ({w,b},2{"t} 1) is

obtained as

n({wh) =1, n({b}) =0
[when the unknown state || is wy]

(G.17) = |1 — 0.8] + |0 — 0.2]
[when the unknown state [] is wo]

(B.I7) = 1 — 0.4 + 0 — 0.6

Thus, by the moment method, we can infer that [*] = wy, that is, the urn behind the curtain
is Ul.

[IT] The above may be too easy. Thus, we add the following problem.

Problem 5.12. [Sampling with replacement|: As mentioned in the above, assume that “white
ball” is picked. and the ball is returned to the urn. And further, we pick “black ball”, and it
is returned to the urn. Repeat this, after all, assume that we get

“w” , ((b?? , C(b?? , “w” , C(b” , “w” , “b” ,
Then, we have the following problem:

(a) Which the urn behind the curtain is Uy or Uy?

Answer: Consider the simultaneous measurement M oo () (X f_ 0= ({w, b}, Q{W’b}7, xI_F),

S1). And assume that the measured value is (w, b, b,w, b, w,b). Then,

[when [+] is wi]

(5.17) = |3/7 — 0.8 + |4/7 — 0.2| = 52/70
[when [+] is ws]

(5.17) = |3/7 — 0.4 + |4/7 — 0.6 = 10/70

Thus, by the moment method, we can infer that [*] = ws, that is, the urn behind the curtain
is U2.

]
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Example 5.13. [The most important example of moment method] Putting 2 = R x R,

={w=(,0) | pe€R,o0>0} with Lebesgue measure v, Consider the classical basic structure
[Co(©2) S L(Q,v) € B(L*(Q,v))]
Assume that the observable O = (X (= R), Bg, G) in L>®(Q, v) satisfies that

/ £G(d)) (1, 0) = i, / (€ — w?G(dO)) (. 0) = 0
(Vw = (1, 0) € Q=R x R,))

Here, assume that a measured value (xq, 2, z3)(€ R?) is obtained by the simultaneous mea-

surement X 2:1 M) (Og, S ). That is, we have the 3-sample distribution v3 such that

Oy, + 0z, + 0.
— 32 2 e M(R)

Put f1(€) =&, fo(€) = €2. Then, by the moment method (5.18)), we see:

0=3| [ ¢utas) - [ o)
:Z et ol ol [ esieagno)

T1+ Ty 21)% + (29)% + (23)?
:’ 1 2 3—,““")( 1)+ (22)° + (x3) — (0 + 1)
3 3
Thus, we get:
- T + i) -+ Tn
3
o2 — (1) + (JU;)Q +(23)° 2
(ffl _ x1+x32+mn)2 + (ZL’Q _ x1+132+:rn )2 + (553 _ :E1+x32+xn)2

3

which is the same as the (5.11) concerning the normal measurement.

#Note 5.3. Consider the measurement Mo () (0O=(X, 2X F), Siy)), where X = {x1, 29, ..., 70}
is finite. Then, we see that

“Fisher’s maximum likelihood method” =“moment method”

[Answer]| Assume that a measured valuez,, (€ X) is obtained by the measurement M4(0O=(X, 2%,
F), Sp)

[Fisher’s maximum likelihood method]:
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(a) Find wg(€ Q) such that
[F({zm})](wo) = max(F({zm})](w)

[Moment method]:

(b) Since we get the approximate sample probability space (X,2%,6, ), we see

0= [F{z D) + - +10 = [F{zma )W)+ 1 = [F({zn})](W)]
+10 = [F{zma DI@)] + - + 10 = [F({zn})](w)]
=[F{zD)]w) + -+ [F{zm-1D](w) + [F({zm})](w)
+ [F{zma )W) + -+ [F{zn})](w)
=1 =2[F({zn})](w)

Thus, it suffice to find wy(€ 2) such that
1= 20F (@] (w0) = min(L = 2P ({z})](w))

Thus, Fisher’s maximum likelihood method and the moment method are the same in this case.
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5.5 Monty Hall problem—High school student puzzle—

Monty Hall problem is as follows?.

Problem 5.14. [Monty Hall problem ]

You are on a game show and you are given the choice of three doors. Behind one door is
a car, and behind the other two are goats. You choose, say, door 1, and the host, who knows
where the car is, opens another door, behind which is a goat. For example, the host says that

(b) the door 3 has a goat.

And further, he now gives you the choice of sticking with door 1 or switching to door 27
What should you do?

|

l é § |

door door door J |
No. 1 No. 2 No. 3 |

Figure 5.8: Monty Hall problem

Answer: Put ) = {w,ws, w3} with the discrete topology dp and the counting measure v.

Thus consider the classical basic structure:
[Co(Q) C L¥(Q, v) C B(L(Q,v))]
Assume that each state 4, (€ GP(C(€2)*)) means
dw,, < the state that the car is behind the door m (m =1,2,3)
Define the observable O; = ({1,2,3},2{423} F) in L>(Q) such that

F{ID@) =00, [AED@) =05 [RE3N]w) =05,
F({1D)w) = 0.0, [A{2))@) =00,  [FA{3)](w) = L0,

IThis section is extracted from the followings:

(a) Ref. [29]: [S. Tshikawa, “Mathematical Foundations of Measurement Theory,” Keio University Press Inc.
2006.

(b) Ref. [B3]: S. Ishikawa, “Monty Hall Problem and the Principle of Equal Probability in Measurement
Theory,” |Applied Mathematics, Vol. 3 No. 7, 2012, pp. 788-794. doi: 10.4236/am.2012.37117.


http://www.keio-up.co.jp/kup/mfomt/
http://www.keio-up.co.jp/kup/mfomt/
http://www.scirp.org/journal/PaperInformation.aspx?paperID=19884 
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[Fi({1D)](ws) = 0.0, [FA({2D](ws) = 1.0,  [Fi({3})](ws) = 0.0, (5.19)

where it is also possible to assume that F;({2})(w;) = «, F1({3})(w1) =1—a (0 < o < 1). The
fact that you say “the door 17 clearly means that you take a measurement Mpyec(q)(O1, Sp)-

Here, we assume that

a) “a measured value 1 is obtained by the measurement My (q)(O1, S}y)”

& The host says “Door 1 has a goat”

b) “measured value 2 is obtained by the measurement Mze () (O, Sp) 7

& The host says “Door 2 has a goat”

c) “measured value 3 is obtained by the measurement Mo (q)(O1, Sp) ”

& The host says “Door 3 has a goat”

Recall that, in Problem [5.14 the host said “Door 3 has a goat” This implies that you get the
measured value “3” by the measurement My (q)(O1,Sp,j). Therefore, Theorem [5.6] (Fisher’s
maximum likelihood method) says that you should pick door number 2. That is because we see

that

max{[F1({3})](w1), [FL1({3})](w2), [F1({3})](ws)} = max{0.5, 1.0, 0.0}
= 1.0 = [F({3})](w2)

and thus, there is a reason to infer that wquaualweigh[+] = d,,. Thus, you should switch to

door 2. This is the first answer to Problem [5.14 (Monty-Hall problem). O

ANote 5.4. Examining the above example, the readers should understand that the problem “What
is measurement?” is an unreasonable demand. Thus,

we abandon the realistic approach, and accept the metaphysical approach.

Also, for a Bayesian approach to Monty Hall problem, see Chapter [0l and Chapter [19L

Remark 5.15. [The answer by the moment method] In the above, a measured value “3” is
obtained by the measurement Mye(o)(0O=({1,2,3},21123} F), S},;). Thus, the approximate
sample space ({1,2,3}, 2123} 1)) is obtained such that v, ({1}) = 0, v1({2}) = 0, v, ({3}) = 1.

Therefore,
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[when the unknown [*] is w]
(5I7) = [0 — 0] + |0 — 0.5 + |1 — 0.5| = 1,
[when the unknown [*] is ws]
(GI7T)=10—-0+|0—-0/+1—1]=0
[when the unknown [*] is ws]
(GIT) =100+ ]0—1]+|1—0] = 2.

Thus, we can infer that [*] = wy. That is, you should change to the Door 2.
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5.6 The two envelope problem —High school student
puzzle—

This section is extracted from the following:

Ref. [46]: S. Ishikawa; The two envelopes paradox in non-Bayesian and Bayesian statistics

(larXiv:1408.4916v4 [stat.OT| 2014 )

Also, for a Bayesian approach to the two envelope problem, see Chapter Ol

5.6.1 Problem(the two envelope problem)

The following problem is the famous “two envelope problem( c¢f. [59] )”.

Problem 5.16. [The two envelope problem|

The host presents you with a choice between two envelopes (i.e., Envelope A and Envelope
B). You know one envelope contains twice as much money as the other, but you do not know
which contains more. That is, Envelope A [resp. Envelope B| contains V; dollars [resp. V5
dollars|. You know that

% %
(a) w=1/20r =2

Define the exchanging map 7 : {Vi, Vo} — {V1,V4} by

_ [ Va (ifx=W),
YTV (ifz=Th)

You choose randomly (by a fair coin toss) one envelope, and you get z; dollars (i.e., if you
choose Envelope A [resp. Envelope BJ, you get Vi dollars [resp. V5 dollars] ). And the host
gets T dollars. Thus, you can infer that T; = 2z, or T; = x1/2. Now the host says “You are
offered the options of keeping your x; or switching to my z;”. What should you do?

Envelope A Envelope B

Figure 5.9: Two envelope problem

[(P1):Why is it paradoxical?]. You get e = 1. Then, you reason that, with probability 1/2,
7 is equal to either /2 or 2« dollars. Thus the expected value (denoted Egijep () at this
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moment) of the other envelope is
Eoiher(®) = (1/2)(a/2) + (1/2)(2cr) = 1.25ax (5.20)

This is greater than the « in your current envelope A. Therefore, you should switch to B.
But this seems clearly wrong, as your information about A and B is symmetrical. This is the
famous two-envelope paradox (i.e., “The Other Person’s Envelope is Always Greener” ).

5.6.2 Answer: the two envelope problem [5.16

Consider the classical basic structure
[Co(Q) C L=(Q,v) C B(LQ(Q, v))]

where the locally compact space €2 is arbitrary, that is, it may be R, = {w | w > 0} or the one
point set {wo} or @ = {2" | n = 0,41,42,...}. Put X =R, = {z | > 0}. Consider two

continuous (or generally, measurable ) functions V; : Q@ — R, and V5 : Q — R,. such that
Vo(w) =2V (w) or, 2Va(w) = Vi(w) (Yw € Q)

For each k = 1,2, define the observable O, = (X (= R,),F(= Bg, : the Borel field), F}) in
L>(€, v) such that

a1 (i Vi(w) € )
[Fr(E)](w) = { 0 (if V:(W) ¢ =)

(Vw € Q,VE € F = By, ie., the Bore field in X (= Ry))

Further, define the observable O = (X, JF, F') in L*(2,v) such that

F(E) = %(Fl(E) + FZ(E)> (V= € 9) (5.21)
That i,
1 (ifVi(w) €5, Va(w) €E)
o= 4 {1405 HE1E2
0 (VW) £ 2 Vaw) #3)
R

(Vw e Q,VE € F =By ie., = is a Borel set in X (=

_l’_
~—
~—

Fix a state w(€ 1), which is assumed to be unknown. Consider the measurement Mz (q,)(0 =

(X,TF,F),Su)). Axiom 1((§2.7) says that
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Vi(w)

} is obtained by the measurement My (q,)(O
Vo (w)

(A1) the probability that a measured value

= (X,3,F),S) is given by { 172 }
|%

)

w)—Vi(w) =w

: Va(w) (w)
If you switch to { } your gain is { Vi(w) — Va(w) = —w

}. Therefore, the expectation

of switching is
(Va(w) = Vi(w))/2 + (Vi(w) = Va(w))/2 =0
That is, it is wrong “The Other Person’s envelope is Always Greener”.

Remark 5.17. The condition (a) in Problem [5.16] is not needed. This condition plays a role

to confuse the essence of the problem.
5.6.3 Another answer: the two envelope problem 5.16

For the preparation of the following section (§ 5.6.4), consider the state space {2 such that
Q=R,
with Lebesgue measure v. Thus, we start from the classical basic structure
[Co(Q) € L*(Q,v) € B(L*(Q,v))]
Also, putting Q = {(w,2w) | w € R}, we consider the identification:

Q35w — (w,2w) € Q (5.22)
(identification)

Further, define V; : Q(=R,) = X(=R,) and V5 : Q(= R;) — X (= R,) such that
Nw) =w, Ww)=2w (Vw € Q)

And define the observable O = (X (= R,),F(= Bg, : the Borel field), F) in L*>(Q,v) such
that

(fweZ, 2we

- B (fwez, 2wé¢

FEN =93 172 (ifw¢z wes

(fwé¢Z, 2wé¢=

(11 [1] [1]

\/\/vv

(Vw € Q,V2 € F)

Fix a state w(€ §2), which is assumed to be unknown. Consider the measurement Mo (q,)(0 =

(X,F,F),S)). Axiom 1 ( measurement: §2.7) says that
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(Ag) the probability that a measured value v=Vi(w) =w is obtained by M., (0 =
r=Vo(w) = 2w (@)

. 1/2
(X,T,F),Sp) is given by { 172 }
If you switch to { “;?E:; }, your gain is { %EZ% : “2&}; } Therefore, the expectation of
switching is
(Va(w) = Viw))/2+ (Vi(w) — Vo(w))/2 =10
That is, it is wrong “The Other Person’s envelope is Always Greener”.

Remark 5.18. The readers should note that Fisher’s maximum likelihood method is not used
in the two answers ( in §5.6.2 and §5.6.3). If we try to apply Fisher’s maximum likelihood
method to Problem [5.16/ ( Two envelope problem), we get into a dead end. This is shown

below.

5.6.4 Where do we mistake in (P1) of Problem 5.167?

Now we can answer to the question:
Where do we mistake in (P1) of Problem [5.167

Let us explain it in what follows.

Assume that
(a) a measured value « is obtained by the measurement Mz ) (0O = (X, T, F'), S)

Then, we get the likelihood function f(«,w) such that

= in FENwW) T [ 1 (w=«a/20ra)
flanw) = wlefsz [EH{z},[F(E)}(wl);éO [F(E)](wl)] N { 0 ( elsewhere )
X(=R4)
(5, ) (o, 20v) i ﬁ(% Q=R,)

Figure 5.10: Two envelope problem
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Therefore, Fisher’s maximum likelihood method says that
(By) unknown state [] is equal to /2 or «

( If [x] = /2 [resp. [¥] = a |, then the switching gain is (/2 — «) [resp. (2« — «)] )
However, Fisher’s maximum likelihood method does not say

“the probability that [*] = a/2"=1/2
(B2) “the probability that [*] = a”=1/2
“the probability that [*] is otherwise”=0

Therefore, we can not calculate ( such as (5.20)):

1 1
(a/2—a)x§+(2a—a)><§:1.25a

(Cy) Thus, the sentence “with probability 1/2” in [(P1):Why is it paradoxical?] is wrong.
Hence, we can conclude that
(Cy) If “state space” is specified, there will be no method of a mistake.

since the state space is not declared in [(P1):Why is it paradoxical?].

After all, we see
(D) If “state space” is specified, there will be no room to make a mistake.

since the state space is not declared in [(P1):Why is it paradoxical ?].

Remark 5.19. The condition (b) in Problem 5.16 is indispensable. Without this condition, we
can not difine the observable O = (X, F, F) by the formula (5.23), and thus we can not solve
Problem 5.16. However, it is usual to assume the principle of equal weight (i.e., no information

is interpreted as a fair coin toss ), or more precisely,

(8) the principle that, in the absence of any reason to expect one event rather than another,

all the possible events should be assigned the same probability

Under this hypothesis, the condition (b) may be often omitted. Also, we will again discuss the
principle of equal weight in Chapters 9 and 18.
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#Note 5.5. The readers may think that

(#1) the answer of Problem [5.16/is a direct consequence of the fact that the information about
A and B is symmetrical (as mentioned in [(P1): Why is it paradoxical?] in Problem [5.16)).
That is, it suffices to point out the symmetry.

This answer (f1) may not be wrong. But we think that the (#;) is not sufficient. That is because

(#2) in the above answer (f;), the problem “What kind of theory (or, language, world view) is
used?” is not clear. On the other hand, the answer presented in Section [5.6.2! is based on
quantum language.

This is quite important. For example, someone may paradoxically assert that it is impossible
to decide “Geocentric model vs. Heliocentrism”, since motion is relative. However, we can say,
at least, that

(#3) Heliocentrism is more handy (than Geocentric model) under Newtonian mechanics.
That is, I think that
(#4) Geocentric model may not be wrong under Aristotle’s world view.

Therefore, I think that the true meaning of the Copernican revolution is

‘Aristotlc’s world view ‘Ncwtonian mechanical world ViCW‘ (5.23)
(the Copernican revolution)

and not

| Geocentric model | | Heliocentrism | (5.24)
(the Copernican revolution)

Thus, this (5.24)) is merely one of the symbolic events in the Copernican revolution (5.23). The
readers should recall my only one assertion in this note, i.e., Figure 1.1l (The history of the world
views).
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Chapter 6

The confidence interval and statistical
hypothesis testing

The standard university course of statistics is as follows:

@ 8)
— ’conﬁdence interval‘ — ’statistical hypothesis testing‘

(maximum likelihood method)

(moment method)

@
— ’ANOVA (Analysis of Variance) ‘

In the previous chapter, we are concerned with (D) (inference) in quantum language. In this
chapter, we devote ourselves to @) and @) (confidence interval and statistical hypothesis testing).

This chapter is extracted from

Ref. [40]: S. Ishikawa; A quantum linguistic characterization of the reverse relation
between confidence interval and hypothesis testing  ( |arXiv:1401.2709 [math.ST| 2014])

6.1 Review: classical quantum language(Axiom 1)

Firstly, we review classical measurement theory as follows.

139
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- ‘ (A): Axiom 1(measurement) classical pure type ~

(¢f. This can be read under the preparation to [§2.7)) )

With any classical system S, a basic structure [Co(Q2) C L*(Q,v) C B(L*(Q,v))]
can be associated in which measurement theory of that classical system can be for-
mulated. In [Co(Q) € L>*(Q,v) C B(L*(Q,v))], consider a IW*-measurement

Mo (.0 (O:(X, FF), S[(;w]) <0r, C*-measurement My« q) (O:(X, FF), S[gw]) ) That

is, consider

° 3 W*-measurement Moo (,0) (O,S[(;W]) ( or, C*-measurement
M) (0=(X,F, F), Ss.)) ) of an observable O=(X,J F) for a state
d,(€ MP(Q) : state space)

Then, the probability that a measured value z (€ X) obtained by the W*-measurement
M oo (2,0) (O, S[(;w}) ( or, C*-measurement My q) (O:(X, F,F), S[gw]) ) belongs to = (€ F)
is given by

0u(F(2)(= [FENW) = m@) (0w F(Z)) 1= @)

(if F'(Z) is essentially continuous at d,,, or see Definition 2.14] ).

\§ J

In this chapter, we devote ourselves to the simultaneous normal measurement as follows.

Example 6.1. [Normal observable|. Let R be the real axis. Define the state space 2 = R xR,

where Ry = {0 € R|o > 0} with the Lebesgue measure v. Consider the classical basic structure:
(Co() € L=(Q,v) € B(LA(Q,v))]

The normal observable Og = (R, Bg, G) in L®(Q(= R x Ry)) is defined by

\/21_7m/cexp[— @;T'u)]dx (6.1)

(V= € Bgr(= the Borel field in R)), Vw = (y,0) € Q=R x Ry).

[GE)(w) =

Example 6.2. [Simultaneous normal observable]. Let n be a natural number. Let Og =
(R, Bg, G) be the normal observable in L>®(R x R). Define the n-th simultaneous normal

observable OF = (R™, B, G™) in L>*(R x R,) such that

[Gn( k 1Z0)](w) = X LG (Ep)](w)
o / / excp| — L= 1202 B2 dasdzs - da, 62)

k 15k
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(VEr € Br(k=1,2,...,n), Yw=(u,0) € Q=RxR,).

Thus, we have the simultaneous normal measurement Mperxr,)(O% = (R, BE, G"), S|(u.0)))-
Consider the maps 77 : R” = R, SS: R*” — R and 7 : R® — R such that

_ _ T+ 2o+ -+ 2, n
i(x) = (w1, 9y . .. 2y) = 2 " (Vo = (21, 29,...,2,) € R") (6.3)

n

SS(z) = SS(x1,79,...,1,) = Z(xk —7(x))? (Vz = (z1,79,...,2,) €RY) (6.4)

F(x) = T(x1, 2, .., a0) = \/ zzﬂ(“n_ aw))? (Vo = (21,22, - . ., 2n) € R") (6.5)

Therefore, we get and calculate (by the formulas of Gauss integrals ( in § [7.4)) two image
observables (0%) = (R, Bg,G"ofr ') and SS(O%) = (R, B, , G" oﬁ_l) in LR xR,) as

follows.

[(G" Ou
> ki Tk — 1)
27T<7 / / expl = = 1202 Jdayday -+ d
{zeRn : €=}
vn n(ﬂf — )’
5o exp| 572 |dx (6.6)
(V:l € 3]1@, Yw = (,u, ) e R x R+)

and,

[(G 055"

/ / exp| — D= 1< )]dxldx2---dxn

{z€R" : SS(z)€=2}

_ / P (2)de (6.7)
o /02
(VE € Br,, Yw=(u,0)eQ=RxR,).

27T<7

where pf_l(a:) is the probability density function of y*-distribution with (n — 1) degree of
freedom. That is,
9 ( ) x(nfl)/271€7m/2
€Tr) =
Pt = 500 (0~ 1) 2)

where, I' is the Gamma function.

(x> 0) (6.8)
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6.2 The reverse relation between confidence interval method
and statistical hypothesis testing

In what follows, we shall mention the reverse relation (such as “the two sides of a coin”)
between confidence interval method and statistical hypothesis testing.

We devote ourselves to the classical systems, i.e., the classical basic structure:

[Co(Q) C L>(Q,v) € B(L*(,v))]

6.2.1 The confidence interval method

Consider an observable O = (X, J, F') in L*>(2). Let © be a locally compact space (called

the second state space), which has the semi-metric d§ (Vx € X) such that,

(8) for each z € X, the map d§ : ©2 — [0, 00) satisfies (i):d%(6,60) = 0,
(11)d“é(91, 92) = d%(QQ, 81), (11)d’(f)(01, 93) S dé(@l, ‘92) + d%(927 93)

Further, consider two maps £ : X - © and 7:Q —-©O. Here, F: X - BQand7:Q — 0O

is respectively called an estimator and a system quantity.

Theorem 6.3. [Confidence interval method |. Let a positive number a be 0 < o < 1, for
example, @ = 0.05. For any state w( € ), define the positive number 6, ( > 0) such that:

10 —inf{6 > 0: [F({z € X : d5(E(x), m(w)) < 6})](w) > 1 — a} (6.9)

Then we say that:
(A) the probability, that the measured value x obtained by the measurement My q) (O =
(X,F,F), Suy) satisfies the following condition (6.10), is more than or equal to 1 — a
(e.g., 1 —a=0.95).
6(E(x), m(wo)) < 0,,° (6.10)
And further, put
Dy® = {n(w)(€ ©) : d5(E(x), (w)) < 6,7} (6.11)
which is called the (1 — a)-confidence interval. Here, we see the following equivalence:

(6.10) < DL *° 3 71(wp). (6.12)
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X ) )

1-a,0
o

Figure 6.1 Confidence interval D

Remark 6.4. [(B1):The meaning of confidence interval]. Consider the parallel measurement
®;.]:1 M) (O := (X, 5, F), Si)), and assume that a measured value x = (21,22, ...,3,)(€
X7) is obtained by the parallel measurement. Recall the formula (6.12). Then, it surely holds
that
_ Num[{j | Dy 3 m(wo)]
im

J—00 J

> 1 — o= 0.95) (6.13)

where Num[A] is the number of the elements of the set A. Hence Theorem [6.3] can be tested
by numerical analysis (with random number). Similarly, Theorem [6.5 ( mentioned later ) can

be tested.

[(B2)] Also, note that

69) =6 *=inf{6 >0:[F{z € X : d5(E(x),n(w)) < d})](w) > 1—a}
=inf{n>0:[F{zreX : d§(E(z),nm(w)) > n})|(w) < a} (6.14)

6.2.2 Statistical hypothesis testing

Next, we shall explain the statistical hypothesis testing, which is characterized as the reverse

of the confident interval method.

Theorem 6.5. [Statistical hypothesis testing]. Let « be a real number such that 0 < o < 1,
for example, a = 0.05. For any state w( € ), define the positive number n% ( > 0) such that:

ne =inf{n >0: [F{x e X : dg(E(x),7(w)) > n}](w) < a} (6.15)
( by the (6.14), note that 6}~ = n2)

Then we say that:
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(C) the probability, that the measured value = obtained by the measurement My q) (O =
(X,F,F), S[wo]) satisfies the following condition (6.16)), is less than or equal to « (e.g.,
a = 0.05).

dg(E(x), m(wo)) = 115, (6.16)

Further, consider a subset Hy of ©, which is called a “null hypothesis”. Put

Ry = N {E(z)(€ ©) : d5(E(x), m(w)) > nS}. (6.17)

weQ such that n(w)eHy
which is called the («a)-rejection region of the null hypothesis Hy. Then we say that:

D) the probability, that the measured value x obtained by the measurement M) (O =
(@)
(X,F, F), Siy)) (where m(wp) € Hy) satisfies the following condition (6.18), is less than
or equal to « (e.g., a = 0.05).

R > E(x). (6.18)

Figure 6.2: Rejection region ﬁ‘}‘{N (when Hy = {m(wo)}

Corollary 6.6. [The reverse relation between Confidence interval and statistical hypothesis testing
]. Let 0 < a < 1. Consider an observable O = (X, F, F') in L>(2), and the second state space
© (i.e., locally compact space with a semi-metric d§(z € X) ). And consider the estimator
E : X — © and the system quantity 7 : Q — ©. Define 67 by (6.9), and define 5 by (6.15)
(and thus, 6% = n2).

(E) [Confidence interval method]. for each x € X, define (1 — a)-confidence interval by
D, = {n(w)(€ ©) : d§(E(x), m(w)) < 6,7} (6.19)
Also,

DI = L)(€ Q) : dy(B(z), n(w)) < 057} (6.20)
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Here, assume that a measured value z(€ X) is obtained by the measurement Mz q) (O =

(X,F,F), Si)). Then, we see that
(E1) the probability that
D79 5 7(wy)  or, in the same sense D1 5y,
is more than 1 — «.

(F) [statistical hypothesis testing]. Consider the null hypothesis Hy(C O). Assume that the
state wo(€ ) satisfies:

7T(CL)[)) c HN(Q @)

Here, put,
Rg© = N {E(z)(€ ©) : dg(E(x), m(w)) > 1S5} (6.21)
weQ such that n(w)eHy
or,
ReX = ETY(RG®) = N {z(€ X): d5(E(z), w(w)) 2 n}.  (6.22)

weQ such that n(w)eHy
which is called the («)-rejection region of the null hypothesis Hy.

Assume that a measured value z(€ X) is obtained by the measurement Mz (q) (O :=

(X,F, F), S[wo]). Then, we see that
(F1) the probability that
“BE(x) € ﬁ?j}?” or, in the same sense, “z € ﬁ%}f” (6.23)

is less than «a.
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6.3 Confidence interval and statistical hypothesis testing
for population mean

Counsider the classical basic structure:
[Co(Q2) € L=(Q,v) € B(L*(Q2,v))]

Fix a positive number « such that 0 < a < 1, for example, a = 0.05.

6.3.1 Preparation (simultaneous normal measurement)

Example 6.7. Consider the simultaneous normal measurement My ®xr,) (O = (R", Bg, G"),
Si(ue)) in L2(RxR,). Here, the simultaneous normal observable Of = (R", By, G") is defined
by

[G”(Xk 1Z0)](w) = XL[GED(W)
2oy / /exp D ke 123;162 1)? |daydas - - - day, (6.24)

k 1—'k

(Vg € Br(k=1,2,...,n), Yw=(u,0)ecQ=RxR,).
Therefore, the state space €2 and the measured value space X are defined by

Q:RXR+
X =R"

Also, the second state space O is defined by
=R

The estimator E : R* — O(= R) and the system quantityr : 2 — O are respectively
defined by

E(x) :E(xl,xg,...,xn):ﬁ(x): ZE1+$2—;-..+$n

Q=RxRyd3w=(u,0)»7m(w)=pe®=R

Also, the semi-metric d(el) in O is defined by

d(®1)<91792>: |01_02| (\Vlgl,@g E@:R)
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6.3.2 Confidence interval

Our present problem is as follows.

Problem 6.8. [Confidence interval].  Consider the simultaneous normal measurement
Mieo@xry) (Of = (R™, BR,G"), Sjuo))- Assume that a measured valuex € X = R" is
obtained by the measurement. Let 0 < a < 1.

Then, find the D!}=%®(C 0) (which may depend on o) such that

e the probability that u € D1~ is more than 1 — a.

Here, the more D!1=%®(C 0) is small, the more it is desirable.

Consider the following semi-distance dg ) in the state space R x R;:

dy (111, 01), (42, 02)) = |1 — po] (6.25)
For any w = (u,0)( € Q = R x R,), define the positive number 6.~ ( > 0) such that:

6 =inf{n >0: [F(E_I(Balldg)(w; n)](w) >1—a}

w

where Ball (w;n) = fwi( € Q) : dy(w,w1) <0} = [ —n,p+n] xRy

Hence we see that

E~ (Ball o (win)) = BN ([ —n, p+m] x R4)
T+ ...+ x,

={(z1,...,2,) € R" :u—n§7§u+n} (6.26)

Thus,

[Gn( (Balld(1>(w 77 )
/ / exp| — D= 1(0 Dk |dxydxs - - - dxy,

pn<HEEIn <y

:ﬁ // exp| — Zk210(2 g day - - da

+...+
—< I <

n 2
= Vi / exp| — o 5ldr = /
2mo —n 20 V2T Vnn/o

27TO'

vnn/o 2
exp| — —]dx (6.27)

Solving the following equation:

T ZE2

—z(a/2) a
\/ﬁ/ exp[ — 2 ldz = \/%/( . exp| — ?]da: =3 (6.28)
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we define that

l-a __
9, ¢ =

(=) (6.29)

|2

o
—z
Vn

Then, for any = ( € R"), we get D1~*% ( the (1 — a)-confidence interval of x ) as follows:

DI — L,(€ Q) : do(E(x),w) < 617
= {(p,0) ERx Ry : |p—p(x)=|p— L+t
Also,

D,~*® = {n(w)(€ ©) : da(E(z),w) < 6,7}

_ T+ ...+t x, o«
= R : — = - < —z(—=
{ne [ — ()| = [p | < \/52(2)}
which depends on o.
\ R+
Dl—a,Q
X
fi(z) R

Figure 6.3: Confidence interval D!1=*% for the semi-distance dg )

6.3.3 Statistical hypothesis testing|null hypothesisHy = {uo}(C 0 =
R)]

Problem 6.9. [Statistical hypothesis testing]. Consider the simultaneous normal measurement
Moo xr,) (OF = (R™, BR,G"), Sjue))- Assume the null hypothesis Hy such that

Hy ={pm}(€ © =R))

Let 0 < a <k 1. R
Then, find the rejection region R?j?(g ©) (which may depend on o) such that

e the probability that a measured value z(€ R") obtained by Mpemxr,) (0% =
(R™, Bg, G™), S((uo,0)]) satisfies that

E(z) € E?{S
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is less than «.

Here, the more the rejection region fi;“]:) is large, the more it is desirable.

149

Define the null hypothesis Hx such that

Hy = {po} (S ©(=R))

For any w = (u,0)( € Q@ =R x R, ), define the positive number n¢ ( > 0) such that:

ng = inf{n >0: [F(E~ (Baﬂdu)( m(w);n)l(w) < o}

where Ballfg)(ﬂ(w) n)=1{6(€0O): d (u, 0) >n} = <(—oo,,u —n)Up+ 77,00))

Hence we see that

B (Ballf (r(w)im) = B (o0, p— 1] U [+, )

n xry+...+x, ry+...+x,
:{(:Cl,...,l'n)GR : 1T§/L—770ru+77§1#}

‘(I‘l_u>++<xn_u>‘

={(x1,...,x,) € R" : >n}

Thus,

[G”(E_1 (Ballfo, (m(w); )] (w)
/ / eXp ZZ:l(xk_M)2]dl’1diE2dl’n

27r0 202

‘<z1 )+ +(wn M)|>77

1 Do (@)?
_ dz,d ~dx,
( 2m)”/ / L
| bt >y
vn / nxz / x?
= exp| — —=l|dx = exp| — —]dx
2100 Jazn P 502) V21 Sz /o Pl=

Solving the following equation:

—z(a/2) J)Q 1 00 $2 o
— exp| — —|dr = — exp| — —|dr = -
V2r /_oo g 2 ] V2r /z(a/2) bl 2 | 2

we define that

(6.31)

(6.32)

(6.33)

(6.34)
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Therefore, we get ﬁ?{N ( the (a)-rejection region of Hy(= {p} € ©(=R)) ) as follows:

Rpo = () {E@)(€0=R):dy(E() m(w) =1}
m(w)=p€{uo}
= (Bla)(= I €R ) — o = T 2 (5} (639)

Remark 6.10. Note that the ﬁ?ﬂ?} ( the («)-rejection region of {10} ) depends on o.
Thus, putting

Do _ _ 1 +...+x, o
R yxr, = {((z),0) ERX Ry |po —iz)| = |po — ————— = —=2(

- NG )} (6.36)

|2

we see that E?HO}XM:“the slash part in Figure 6.4”.

)

~

R({luo} xRy

M

ﬁo R

Figure 6.4: Rejection region ﬁ?ﬂo} (which depends on o)

6.3.4 Statistical hypothesis testing[null hypothesisHy = (—o0, 110](C O(=

R))]

Our present problem was as follows

Problem 6.11. [Statistical hypothesis testing]. Consider the simultaneous normal measure-
ment Mpomxr,) (0g = (R", Bg,G"), S|ue)). Assume the null hypothesis Hy such that

Hy = (=00, o] (€ © = R))

Let 0 <a < 1. ~
Then, find the rejection region R?}S(Q ©) (which may depend on o) such that

e the probability that a measured value z(€ R") obtained by Mpemxr,) (0% =
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(R™, Bg, G™), S((uo,0)]) satisfies that
E(x) € Eils
is less than a.

Here, the more the rejection region IA%?I]? is large, the more it is desirable.

[Rejection region of Hy = (—o0, o] € ©(= R)]. Consider the simultaneous measurement
Moo mxry) (OF = (R™, BE,G"), Siuoy) in LP°(R x R;). Thus, we consider that Q = R x R,
X = R"™. Assume that the real o in a state w = (p, 0) € Q is fixed and known. Put

© =R

The formula (6.3)) urges us to define the estimator £ : R* — O(= R) such that

_.’L’1+1L'2+"'+$n

B(z) = i(z) : (6.37)
And consider the quantity = : 2 — © such that
Q=RxRi>w=(p,0)—»7mw)=pecO=R
Consider the following semi-distance dg) in ©(=R):
61 — 02| 6y < 64,0,
42 ((6,,0,) = { 102 =%l 01 =60 <0, (6.38)

61 — 00| 62 <6y <0
0 91792300

Define the null hypothesis Hy such that
Hy = (=00, ol (€ ©(=R))

For any w = (u,0)( € Q =R x R,), define the positive number n¢ ( > 0) such that:

ng = inf{n >0: [F(E_l(Baﬂfg)(ﬂ(W); mw) < a}

where Ball s (n(w);n) = {6( € ©) : & (1,0) > m} = (=00, jt =] U [+ 1,0))

Hence we see that

B (Bally (w(w)in) = £ ([n+7,00))

1+ ... +x,
={(z1,...,2,) €R" : u+n§%

}
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(1 —p) + .o+ (2 — )

={(z1,...,2,) €R" : > n} (6.39)

Thus,

[G”( '(Ball§ <z>( w);n))](w)
/ / exp| — D (T — 1)’ |dxydxs - - - dxy,

202

27r<7
(z1—p)+.. +wn u)>77

T / /exp 2 1( )]d;clde - dzy,

T1+.. +In>
NG / nx2 / x?
= exp[ — dx = exp| — —]dx (6.40)
270 Jjafn T or el in/o 2

Solving the following equation:

1 —2(a/2) 2 1 00 2
— exp| — x—]dm = —/ exp| — $—]dx =« (6.41)
we define that
(o) (6.42)

Then, we get 13%1(3 ( the (a)-rejection region of Hy (= (—o00, o] € O(=R)) ) as follows:

RS ,g= (1 {BE@(€©=R):dI(E(),nw)) =3}

m(w)=p€(—00,uo]

1 +...+x, 1 +...+x, o
—{B) (=2t R 2 - — o > %z(a)} (6.43)
Thus, in a similar way of Remark [6.10, we see that R " o0 xRy =“the slash part in Figure 6.5”,
where
o 1+ ... +x, 1+ ...+x, o
R poxr,. = {(E(2)(= #)70) ER xRy : EEe—— > %2(04)}

(6.44)
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o
—
—_ (—00, 0] xR 4

Figure 6.5: Rejection region ﬁ?‘fzo o] (which depends on o)
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6.4 Confidence interval and statistical hypothesis testing
for population variance

6.4.1 Preparation (simultaneous normal measurement)

Consider the simultaneous normal measurement Myem@xr,) (0% = (R", BR,G"), S|u0))
in L*(R x R;). Here, recall that the simultaneous normal observable Of = (R", BE,G") is

defined by

[G”( m1Z0)] (W) = Xy [GER)](w)

2 k= 1)’
Tro)r / /exp 1202 |dzydzy - - - dxy, (6.45)

k 1‘—‘k

(VEr € Br(k=1,2,...,n), Yw=(u,0) € Q=RxR,).

where, note that

Q - R X R+
X =R"
The second state space O is
@ - R+

Putting

we define the estimator £ : R" — (=R, ) by

BE(z) = E(z1,29,...,3,) = \/@1 — (@) + (w2 — () + - - + (2, — [il2))?

and the system quantity 7 : 2 — © by

Q=RxR >w=(,0)—»7mw)=0€O =R,
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6.4.2 Confidence interval

Our present problem is as follows.

Problem 6.12. [Confidence interval for population variance]. Consider the simultaneous normal
measurement My gxr,) (O = (R, BE, G"), S|(4,0)])- Assume that a measured valuezr € X =
R™ is obtained by the measurement. Let 0 < o < 1.

Then, find the D!}=%®(C O) (which may depend on p) such that

e the probability that o € D17 is more than 1 — «

Here, the more D!1=%9(C ) is small, the more it is desirable.

Consider the following semi-distance dg ) in O(=R,):
106,60, = | [ Ldo| =
o) ( 1, 2) = | ;d0| = |log01 - 10g02| (646)
o1
For any w = (u,0)( € Q = R x R,), define the positive number 6.~ ( > 0) such that:
6 =inf{n>0: [F(E‘l(Balldg)(w; M(w) >1—a}
=inf{n>0: [F(E_I(Ballgl) (w;n)](w) < a} (6.47)
©
where

Ball§ (win) = BallSy ((50),n) = R x {o’ = |log(o’/o)| = n} = R x ((0,0¢ "] U [oe", 00))
(6.48)

Then,

E_l(Ballfg)(w; n)=E" (R x ((0,0e™" U [oe€”, oo)))
2 (T8 — ﬁ(ﬂ?))2> 12

n

>k (Tn — ﬁ(x))2>1/2}

={(z1,...,2,) € R" : ( n

< ge "Toroe < <

(6.49)

Hence we see, by the Gauss integral (6.7)), that

(G™ (B~ (Balli, (w; m)))(w)

E- 1 ]R>< (0,0e=nU[oen, oo))

—2n

ne 00 ne3"
- [ @ [ =1 [ @ (6.50)
0 n n

e2n
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Using the chi-squared distribution pﬁl(x) (with n — 1 degrees of freedom) in (6.8), define the
517 such that

11—«
ne2dw

2
l—a= /n G pr_(x)dx (6.51)

672 w

where it should be noted that the 61 depends on only o and n. Thus, put

S =6 (6.52)

w n

Hence we get, for any x ( € X), the D1=%% (the (1 — a)-confidence interval of x ) as follows:

DI = {w(e Q) : dy) (E(x), m(w)) < 67}

—{(1,0) ER xR, : e " < (Zzﬂ(“’“n_ ﬁ(“’))2)” Y <oty (6.53)

noe i 1/2 S5() 172
Recalling (6.4)), i.e., o(z) = <M> = (22®))" we conclude that

n

DI — f(o) eRx R, : 5(z)e ™ " <o <o(x)e™ "}
=20 % e26n7
={(p,0) e Rx R, : - S(r) <o*< - S(x)} (6.54)
And
DO — (s eR, : Flz)e ™ " <o <F(x)e T}
=200 o2
={(p,0) eRxR, : - S(z) <o* < - S(x)}
R,
o(z)e
»
Dl—a,Q
T
. F(z)e "
R

Figure 6.6: Confidence interval D1~ for the semi-distance dg)
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6.4.3 Statistical hypothesis testing[null hypothesisHy = {oo} C O =
R.)

Our present problem is as follows.

Problem 6.13. [Statistical hypothesis testing]. Consider the simultaneous normal measure-
ment Mzemyr,) (O = (R", Bg,G"), S|puey). Assume the null hypothesis Hy such that

Hy ={00}(C © =R))

Let 0 <a < 1. R
Then, find the rejection region Ri‘;ﬁ(g ©) (which may depend on p) such that

e the probability that a measured valuex(€ R") obtained by Mpecmxr,) (0% =
(R™, BE, G™), S|(uo,0))) satisfies that

E(z) € ﬁ%}?
is less that «.

Here, the more the rejection region fif:,jj is large, the more it is desirable.

For any w = (u,0)( € Q@ =R x R, ), define the positive number n¢ ( > 0) such that:

i = inf{y > 0: [F(E™(Ballf (w; n)](w) < a}
Recall that

g =0, " =06, "(=np)

w n

Hence we get the E?IS ( the (a)-rejection region of Hy = {oo} € © = R, ) as follows:

Rio=Ryo = () {E@)(€0):dy) (E(x),r(w)) >3}

m(w)=c€{o0}
= {E(z)(€ © =Ry) : dy) (E(x), 00) > 02}

= {G(z)(€ © =R,) : 7(z) < 0pe™™ or gpe™ < ()} (6.55)

n _ 1/2
where 7(z) = (M) '

n

Thus, in a similar way of Remark [6.10, we see that ﬁﬁx {UO}:“the slash part in Figure 6.7,

where

RE, (o) = 1(1,5(2)) € R x Ry : T(x) < goe™™ or ope™ < F(x)} (6.56)
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R,
AOZ
J(H%HW% Rx {0}
0y
h o€l |
e

Figure 6.7: Rejection region ﬁﬂoéx {00}

6.4.4 Statistical hypothesis testing[null hypothesisHy = (0,0¢] C © =
R.]

Our present problem is as follows.

Problem 6.14. [Statistical hypothesis testing]. Consider the simultaneous normal measure-
ment Mzeomyr,) (O = (R", Bg,G"), S|pue)). Assume the null hypothesis Hy such that

Hy = (0,00](C © = R))

Let 0 < a k1. R
Then, find the rejection region Rf!;fj(g ©) (which may depend on u) such that

e the probability that a measured valuer(€ R") obtained by Mpemxr,) (0f =
(R™, BE, G™), S|(uo,0))) satisfies that

E(z) € ﬁ?ﬁ?
is less that «.

Here, the more the rejection region EES is large, the more it is desirable.

Consider the following semi-distance dg ) in O(=R,):

|77 Ldo| = [logor —log 0| (00 < 1, 0)

(
| [72 Ldo| = |log og — log o] (01 < 0¢ < 03)
(

g

P Sir = ot ool (o2 S0 <1

| (6.57)
0 (01,09 < 09)

d(®2)(01702) =

For any w = (u,0)( € Q =R x R, ), define the positive number n% ( > 0) such that:

n® =inf{n >0: [F(E*l(Baung) (w;n)](w) < a} (6.58)
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where

Balldcg) (wyn) = Balldcg)((y; o),n) =R x [ge", 00) (6.59)
Then,

E_l(Ballgg) (w;n)) = B~ ([ae”, oo))

:ﬂm,”¢%)€R1:mﬂﬁﬁ@ﬂ:<zﬁﬂ@%_ﬁ®»>uﬁ (6.60)

n

Hence we see, by the Gauss integral (6.7)), that

[G”(E ~H(Ballle, (w; m)))(w)

2
/ /exp D= 1 i) |dxidzy - - - dzyp
210 )"

o0e"<5(x)

: / G
i

o

< /OO P (z)da (6.61)

e2n

Solving the following equation, define the (n%) (> 0) such that

a= /oo P (z)da (6.62)

62(7777,)/

Hence we get the E%S ( the (a)-rejection region of Hy = (0, 0¢] ) as follows:

Ry =R = [ {E@)(e0=Ry):dJ(E(x) (w)) >n3}
m(w)€(0,00]
= (] {E@)(€0):dS(E@).rw)) > 02}
m(w)€(0,00]

= {o(=7(x)) e Ry : cpe™) <7(2)} (6.63)

n

n _ 1/2
where 7(x) = (M) ‘

Thus, in a similar way of Remark [6.10, we see that éﬂ‘éx(o,ao]:“the slash part in Figure 6.8”,

where

R 000 = {(11,5(x)) ER X Ry : 0pel™ < 5(x)} (6.64)
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R,
(
RX O O'O
0y
\ O-Oe_(n%)/
p

Figure 6.8: Rejection region RRX (0,00]
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6.5 Confidence interval and statistical hypothesis testing
for the difference of population means

6.5.1 Preparation (simultaneous normal measurement)

Consider the parallel measurementM e (rxr,)x®xr,)) (OZ®0F = (R"XR™ , By X Bm G"®
G™), S{(u1,01,19,00)) (i L2((R x Ry) x (R x R;))) of two normal measurements.

Assume that o7 and oy are fixed and known. Thus, this parallel measurement is represented
by Mo ®xr) (Oggl ®0g,, = R" x R™ , B KB, G, @ Go,™), Sjurpey) In L°(R x R).

Here, recall the normal observable (6.1)), i.e

(G, (2))(1) = 1 /:exp[ — %]dz (V= € Bgr(=Borel field in R)), Vu € R). (6.65)

B 2ro

Therefore, we have the state space 2 = R* = {w = (u1, pt2) : 1, 2 € R}. Put © = R with
the distance d8>(61, 03) = |01 — 65| and consider the quantity 7 : R — R by

(s p2) = p1 = pia (6.66)
The estimator F : )/5(: X xY =R" xR™) — O(=R) is defined by

E(xla--wxn?yla"'aym) = Zk;l &L - Zk;; U (667)

For any w = (g, p2)( € © = R x R), define the positive number 7%(= 6,7%) ( > 0) such
that:

n3(=6,7%) = inf{n > 0+ [F(E~!(Ballf w(m(w);m)lw) = o}

where Balldog)(ﬂ(w); n) = (—oo, 1 — ptg — ] U [1 — po +m, 00). Define the null hypothesis Hy
(C © = R) such that

Hy = {6}
Now let us calculate the n as follows:

E~(Ball§ <1>( (W);n) = E~H (=00, p1 — p2 — ] U [p1 — 2 41, 00))

ER” XRm . |ZZ:1$I€ o Z?:ﬂyk _(
) n m

={(T1, . T, Y1y -+ Ym) p1 — p2)| > n}

:{(‘rlw < Ty Yty e 7ym) S R™ x R™ ’Zk:l(xk — ,ul) - Zk_l(fryrlz — ,u2)| Z 77} (668>

n
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Thus,

[(Noy © Nou ™) (B (Ball Gy ((w); 7)) ()
1
(\/%01 \/%02

n _ 2 m i 2
X / / exp| — 2=y (T = 1) — Zk:l(ka ta) |dxydxs - - - depdyrdys - - - Ay,

207 205

‘Ek 1(9% p) X 1(yk HQ)

/ / exp|— Lt B Y U Jdzydxy - - - drndyidys - - - dym

N (V2moqp)™ (\/ 279 )™ 207 203
Ek 1xk Zk lyk
1 " :
=1 - 2 2 / eXp[ - %]dm’ (669>
V2 (2 + 2312 )y 2(2L +22)
Using the z(«/2) in (6.33), we get that
2
m =0l = (4 TH)Y(3) (6.70)

6.5.2 Confidence interval

Our present problem is as follows

Problem 6.15. [ Confidence interval for the difference of population means]. Let oy and oy be
positive numbers which are assumed to be fixed. Consider the parallel measurement Mo (gxr)
(0g,, ®0g, = R"xR™, By X BE, Gy," @Go,™), Siur o)) Assume that a measured value
T = (r,y) = (x1,- ., To,Y1,- -, Ym) ( € R" x R™) is obtained by the measurement. Let
I<ax 1.

Then, find the confidence interval D(lg;;;@(g ©) (which may depend on o7 and 03) such that

1—-

e the probability that pu; — ps € D( © is more than 1 — a.

;©

Here, the more the confidence interval Dg;;) is small, the more it is desirable.

Therefore, for any Z = (z,y) = (¥1,.. ., Zn, Y1, -- -, Ym) ( € R" x R™), we get DI~ ( the

(1 — a)-confidence interval of ) as follows:

D; % = {w(€ Q) : do(E(2), 7(w)) < 8,7}

D k1 Tk Dope Yk of O3 @
= RxR : [SA=l28 &bl 20 () )| < (22 4 22)V22(2
{(p1,p2) €RXR 2 [ =22 - (= p2)] < (54 —2) 72(5)}
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6.5.3 Statistical hypothesis testing[rejection region: null hypothesisHy =
{ro} €O =R|

Our present problem is as follows

Problem 6.16. [Statistical hypothesis testing for the difference of population means]. Consider
the parallel measurement Mpe(ryr) (Oga1 ® Oglol = (R* x R™ | B} @B%,Galn ® G,,"),
Sl(u1,p2)))- Assume that

(1, p2) = 1 —p2 =0 € © =R
that is, assume the null hypothesisHy such that
Hy ={6}(S © =R))

Let 0 < a < 1. R
Then, find the rejection region R?j?(g ©) (which may depend on p) such that

e the probability that a measured value(z, y)(€ R" x R™) obtained by My rxr) (O, ®
Oz, = (R" x R™ , BE KB, G, @ Go™), Si(pur ) Satisfies

TitTat- 4T itYattUm
n m

E(x,y) = € IA%?I]?

is less than «.

Here, the more the rejection region E;}S is large, the more it is desirable.

By the formula (6.70), we see that the rejection regionR2 ( (o)-rejection region of Hy =

{60 }(C ©) ) is defined by

Re® = N {E@)(€ 0): dg(B@),m(w)) = n3}

w=(p1,u2)EQ(=R2) such that m(w)=p1—p2EHN (={60})

_ _ _ _ o2 o2 o
= {(x) — Aly) € O(=R) : [B(x) ~ Aly) — bo] > (- +-2)"*2(5)} (6.72)
or,
RyY = N {Z(e R" x R™) : d§)(B(Z), m(w)) > n2}
w=(p1,u2)€Q(=R?) such that n(w)=p1—p2€Hn(={00})
~ n m _ _ o} 05 12, ¢
= {F(e R" xR") : [a(x) — Aly) — 6ol = (- + 2)%2(3)} (6.73)
Here,

_ ZZ:l Lk ﬂ(y) _ Z?:l Yk

fil(x) - -



KSTS/RR-16/001
January 8, 2016

164 Chapter 6 The confidence interval and statistical hypothesis testing

6.5.4 Statistical hypothesis testing[rejection region: null hypothesisHy =
(—00,6)] € © =R]

Our present problem is as follows

Problem 6.17. [Statistical hypothesis testing for the difference of population means]. Consider
the parallel measurement Mpe(ryr) (Oga1 ® ngol = (R* x R™ | B} @B%,Galn ® G,,"),
Sl(u1,p2)))- Assume that

T(p1, p2) = p1 — pa = (—00,0p] CO =R
that is, assume the null hypothesisHy such that
Hy = (—00,60](S © =R))

Let 0 < a < 1. R
Then, find the rejection region R?j?(g ©) (which may depend on p) such that

e the probability that a measured value(z, y)(€ R" x R™) obtained by My rxr) (O, ®
Oz, = (R" x R™ , BE KB, G, @ Go™), Si(pur ) Satisfies

TitTat- 4T itYattUm
n m

E(x,y) = € IA%?I]?

is less than «.

Here, the more the rejection region E?IS is large, the more it is desirable.

Since the null hypothesis Hy is assumed as follows:
HN = (—OO, QO]a

it suffices to define the semi-distance dg) in ©(= R) such that

’91 — 92‘ (V91,92 S © = R such that 90 S 91,02)
dS(0,,6,) = { max{0;,6,} — 0, (V6y,0, € © = R such that min{6;,6,} < 6y < max{6;,6,})
0 (V@l, 62 S © = R such that 917 92 S Qo)
(6.74)
Then, we can easily see that
Ry = N {E@)(€ ©) : dg(E@). m(w)) > 13}

w=(p1,u2)€Q(=R2) such that =(w)=p1—p2€Hy (=(—00,00])
B B B B o2 2
= {7@2) —7iy) €R - ) = y) =00 > (- + —2)!22(a)} (6.75)
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6.6 Student t-distribution of population mean

6.6.1 Preparation

Example 6.18. [Student ¢-distribution]. Consider the simultaneous measurement M Lo (RxR4)
(0 = (R™, BE,G™), Sjuey) in L2(R x Ry). Thus, we consider that Q& = R x Ry, X = R".
Put © = R with the semi-distance d§(Vz € X) such that

|61 — 0,
o'(z)/v/n
where 7'(x) = \/-"50(r). The quantity 7 : Q(= R x R, ) — O(= R) is defined by

dg(@l,eg) = (V.Z' e X = R”,V91,92 €0 = R) (676)
Q=R xRy)sw=(u,0) —7m(p,0) =peO=R) (6.77)

Also, define the estimator F : X (= R") — ©(= R) such that

$1+$2+ +x,

E(z) = E(x1,29,...,0,) = f(z) = " (6.78)
Define the null hypothesis Hy (C © = R)) such that
N = {0} (6.79)
Thus, for any w = (g, 0)( € 2 =R x R, ), we see that
[G"({z € X(=R") : dg(E(r), m(w)) = n})](w)
—[G"({x ) [Ai(z) — pol
=G"({r e X - DI nl(w)
SRR S PR D B 1 Gl TS P S
o
exp| — Zk 1 )" === |dxidxs - - - dxy
< B
ST (@)/vn
=1- / Pl (z)dx (6.80)

-
where pf,_; is the t-distribution with n — 1 degrees of freedom. Solving the equation 1 — o =

S, b (w)de, we get

8, " =15 =t(a/2)
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6.6.2 Confidence interval

Our present problem is as follows

Problem 6.19. [Confidence interval]. Consider the simultaneous normal measurement
Mieo@xry) (Of = (R™, BR,G"), Sjuo))- Assume that a measured valuex € X = R" is
obtained by the measurement. Let 0 < a < 1.

Then, find the confidence interval D1=%€(C ©) (which does not depend on &) such that

e the probability that u € D172 is more than 1 — «

Here, the more the confidence interval D!1=%® is small, the more it is desirable.

Therefore, for any z ( € X), we get D1=%®( the (1 — a)-confidence interval of x ) as follows:

D, ={r(w)(€ ©) 1w € Q, dg(E(x),n(w)) <3, "}

~(neO=R) : aila) - Mo/ < <) + T2

t(a/2)} (6.81)

DI = = (no)(€ Q) tw e Q, dy(E(x)7(w)) < )
— (= (o) (e : ) - ZDta/2) < p < i) + T

NG

Ha/2))  (6.82)

6.6.3 Statistical hypothesis testing|null hypothesisHy = {uo}(C 0 =
R)]

Our present problem was as follows

Problem 6.20. [Statistical hypothesis testing]. Consider the simultaneous normal measure-
ment Mz mxr,) (0g = (R, Bg, G"), S{(u.0))- Assume that

= Ho
That is, assume the null hypothesis Hy such that
Hy = {m}(S © =R))

Let 0 < a <k 1.
Then, find the rejection region RH (C ©) (which does not depend on o) such that

e the probability that a measured valuex(e€ R") obtained by Mpecmxr,) (0% =
(R™, Bg, G™), S((uo,0)]) satisfies

E(z) € E?{S
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is less than «.

Here, the more the rejection region E?IS is large, the more it is desirable.

The rejection regionﬁ?f}?( (cv)-rejection region of null hypothesis Hy (= {o}) ) is calculated

as follows:
Ry = N {B(x)(€ ©): d§(E(z),n(w)) >n}
w=(p1,0)EQ(=RxRy) such that r(w)=peHy(={no})
=%mwe@@R>:%%§§§%gwm} )
:ﬁw»e@eR>:msn@y—:%%mmwnnwwfv?wwm3u& (6.83)
Also,
RoyX = N {reX: d4E@),(w) >}
w=(p,0)€Q(=RxR) such that =(w)=peHn(={uo})
—wex=Rr : O #l0

T
={re X=R": uogﬁ(x)—a<x)

vn

f%&wmsM} (6.81)

t(a/2) or Ti(x) +

6.6.4  Statistical hypothesis testing[null hypothesis Hy = (—oo, u](C
©=R)]

Our present problem was as follows

Problem 6.21. [Statistical hypothesis testing]. Consider the simultaneous normal measure-
ment Mz mxr,) (0g = (R, Bg, G"), S{(u.0))- Assume that

M€ (_007 MO]
That is, assume the null hypothesis Hy such that
Hy = (=00, o] (€ © = R))

Let 0 < a < 1. R
Then, find the rejection region R?j?(g ©) (which does not depend on ) such that

e the probability that a measured valuex(e€ R") obtained by Mpecmxr,) (0% =
(R™, Bg, G™), S((uo,0)]) satisfies

E(z) € E?{S
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is less than «.

Here, the more the rejection region E?IS is large, the more it is desirable.

Since the null hypothesis Hy is assumed as follows:
HN = (_007 MO]?

it suffices to define the semi-distance dg in ©(= R) such that

=yt (V61,0 € © = R such that pg < 6,,6,)
d5 (01, 0,) = { maxttibz}—po V0,0, € © = R such that min{#;, 0y} < pg < max{#;, 6,
o' (z)/vn
(Vé’l,ﬁg € © = R such that 01702 S /,LQ)
(6.85)
for any z € X = R"™.
Then, («)-rejection regionﬁ%’s is calculated as follows.
pa,0 T «a
Ry = A {E(x)(€©): dg(E(x),m(w)) = n}
w=(p,0)EQ(=RxR) such that n(w)=pcHy(=(—o00,u0])
_ _ o' (x
— () € O(= ) s o < ple) - ()} (6.56)
Also,
Ry = A {z(e X =R") : dg(E(x), m(w)) = 13}
w=(p,0)€Q(=RxR4) such that n(w)=peHy(=(—00,u0])
n oy o)
={e(e X =R") : po <) - NG t(a)} (6.87)

Remark 6.22. There are many ideas of statistical hypothesis testing. The most natural idea

is the likelihood-ratio, which is discussed in

(a) Ref. [29]: [S. Ishikawa, “Mathematical Foundations of Measurement Theory,” Keio Uni-
versity Press Inc. 2006.

(b) Ref. [32]: S. Ishikawa, “A Measurement Theoretical Foundation of Statistics,” Applied
Mathematics, Vol. 3, No. 3, 2012, pp. 283-292. doi: |10.4236/am.2012.33044

Also, we think that the arguments concerning “null hypothesis vs. alternative hypothesis” and

“one-sided test and two-sided test” are practical and not theoretical.


http://www.keio-up.co.jp/kup/mfomt/
http://www.keio-up.co.jp/kup/mfomt/
http://www.scirp.org/journal/PaperInformation.aspx?paperID=18109&
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Chapter 7
ANOVA( = Analysis of Variance)

The standard university course of statistics is as follows:

@ 8)
— ’conﬁdence interval‘ — ’statistical hypothesis testing

(likelihood method, moment method)

@
— [ANOVA]

In the previous chapters, we studied 1), and @. In this chapter, we devote ourselves to
@(ANOVA). This chapter is extracted from the following.

Ref. [41]: S. Ishikawa, ANOVA (analysis of variance) in the quantum linguistic formulation
of statistics (larXiv:1402.0606 |math.ST| 2014 )

7.1 Zero way ANOVA (Student t¢-distribution)

In the previous chapter, we introduced the statistical hypothesis testing for student ¢-
distribution, which is characterized as “zero” way ANOVA (analysis of variance ). In this
section, we review “zero” way ANOVA (analysis of variance ).

Consider the classical basic structure
[Co(€) € L=(Q,v) € B(L*(Q,v))]
where
Q=R xR, ={(p,0) | puis real, o is positive real}

Consider the simultaneous normal measurement My mgxr,) (Of = (R™, Bg, G"), Sjuey) (in

L*(R x R,)). For completeness, recall that

169


http://arxiv.org/abs/1402.0606 
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[G"( =1Z0)](W) = X [GER)] (W)
> i@k — p)?
T} / /exp k= 1202 |dxidxs - - - dxy, (7.1)
k luk

(VEr € Br(k=1,2,...,n), VYw=(u,0) € Q=RxR,).

And recall the state space {0 = R x R, , the measured value space X = R", the second state
space(=parameter space) © = R. Also, recall the estimator £ : X (= R") — O(= R) defined
by

_ rT1t+xo+ -+,
E(l’) = E(xla‘r%"wxn) :,U(x) = ! 2 o (72)

and the system quantity 7 : Q(=R x Ry) — ©(= R) defined by
(=R xR,) 3w = (1,0) = 7(1,0) = j1 € O(=R) (73)

The essence of “studentized” is to define the semi-metric d(Vz € X)) in the second state space
©(= R)such that

|9(1) — 9(2)| |9(1) — 9(2)|

R Y T R =

(Vz e X =R", VoW 4P c © =R) (7.4)

SS(x) = §S(x1, w2, .. wn) = Y (wx — [A(x))* (Vo = (z1,22,...,7,) ER")

Thus, as mentioned in the previous chapter, our problem is characterized as follows.

Problem 7.1. [The zero-way ANOVA]. Consider the simultaneous normal measurement
Moo mxr,) (OF = (R™, BR,G"), Syu0)) Here, assume that

= Ho

That is, the null hypothesis Hy is defined by Hy = {10} (€ © = R)). Consider 0 < a < 1.
Then, find the largest Rf{;S(g ©) (independent of o) such that

(A1) the probability that a measured value z(€ R") (obtained by Mpemxr,)(0f = (X (=
R™), Bg, G™), S[(uo,a)])) satisfies

E(z) € Ry (7.5)

is less than «.
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We see, for any w = (ug,0)( € @ =R x Ry),

S(z)
/ / exp| — D= 1( Ho)” |dxydxs - - - dxy,
27r0
[(z)—pol
N T =

/ / exp| — D= 1< )]dxld:@ -dz,,

n(E(2))?
<—FE—r
(=D 550y /D)

(Ag) by the formula of Gauss integrals ( Formula [7.8(A)(§7.4))), we see

:/ pan_l)(t)dt =a (eg., a=0.05)
"

2n(n—1)

171

(7.7)

where pgn_l) is the probability density function of F-distribution with (1,7 — 1) degree of

freedom.

Note that the probability density function p@lm)(t) of F-distribution with (n1,ns) degree

of freedom is defined by

1 n n1/2 t(n1—2)/2
Pl = 575757 ()
(r.n2) B(ni/2,n2/2) \ny (1 + nyt/ng)tmitn2)/2
where B(-,) is the Beta function.
The a-point: F_ (> 0) is defined by

ni,o

(t>0)

/ pgh ) (B)dt = 0<a<l eg,a=0.05)
n9 ’
ni,o

Thus, it suffices to solve the following equation:

n’n(n —1) = F}

n—1,x

Therefore,
Fora
(n)* = —"—=
n(n—1)

Then, the rejection regionﬁ?ji( (or }A%%I)V() is calculated as

R _ N [E@@)(€0): d5(E(x),x(w)) > 1}

w=(u,0)€Q(=RxRy) such that =(w)=pcHn(={po})

(7.8)

(7.9)

(7.10)

(7.11)
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= (x) € O(=B) + P10 > iy — ) c o=y - POt )
55(x) 7 ()
- () — pol Fiia
B {,u(x) €O(=R) : a(x) = n—1 }
— () € O=B) ¢ o < (w) — ()| 2 o ) + ()| 2 < g} (712
and,
Ryis = BT (R
Fova oo o [Faia
= {x eX(=R") : po <p(x)—o(x) - 1 or fi(x) +7(x) - ’1 < ,uo} (7.13)

ANote 7.1. (i): It should be noted that the mathematical part is only the (Ag).
(ii): Also, note that

()  F-distribution with (1,n — 1) degree of freedom
= the student ¢-distribution with (n — 1) degree of freedom

Thus, we conclude that

(T12) = 6.83)  (7.13) = (6.84)
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7.2 The one way ANOVA

For each ¢ = 1,2,--- ,a, a natural number n; is determined. And put, n = > i | n,.
Consider the parallel simultaneous normal observable Of = (X (= R"), BE,G") ( in L>®(Q(=
(R* x R4 )) ) such that

w1 D it Doy (ar — i) & L
BN = oo / / exp| — O | X X day (7.14)

(Vow = (pi, fia, - - - fla,0) € X =R* x R, E € BY)
That is, consider
Moo (raxr,) (06 = (X(=R"), Bg, G"), S{(u=(u1 12, 1a)0)])
Put q; as follows.
ai:ui—# Vi=1,2,...,q) (7.15)
and put,
O =R
Thus,, the system quantity 7 : 2 — O is defined as follows.
Q=R*XRy 2w = (1,12, -+, ta,0) = m(w) = (1,0, ...,04) €O =R* (7.16)
Define the null hypothesis Hy(C © = R®) as follows.
Hy ={(a1,a2,...,0,) EO=R" : oy =y =... =, = a}
= {(ﬁ%ﬁ)} (7.17)
Here, note the following equivalence:

(13

P =fo=...= " & “‘ar=ay=... =, =0" < “(7.17)”

Hence, our problem is as follows.

Problem 7.2. [The one-way ANOVA]. Put n = > 7 n;. Consider the parallel simultaneous
normal measurement Moo gaexr, (0% = (X(= R"™), BR, G™), Si(u=(u1,19, pa),0)]) Here, assume
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that

e R
that is,

W(Ml’ﬂ“%"' Jlu’a): (0707 70)

Namely, assume that the null hypothesis is Hy = {(0,0,---.0)} (€ © = R)). Consider
0<axl. R
Then, find the largest R?}S(Q ©) (independent of o) such that

(A1) the probability that a measured value z(€ R™) (obtained by Mpeo(raxr,)(0f% = (X(=
R™), BR, G™), Si(u=(1u1 2, 1))} ) Satisfies

E(z) € E%S

is less than «.

Consider the weighted Euclidean norm ||V — §®)||g in © = R? as follows.

a 2
109 = 0o = | S ns(6 — 6)
i=1
(Vo = (69 60 .. 60y e R, £ =1,2)
Also, put

X =R"3 2= ((Tik)k=1,2,..0;)i=12,...a

DY L MDY L (7.18)
n; n;
Theorem [5.0] (Fisher’s maximum likelihood method) urges us to calculate 7(z)(= @) as

follows.

For x € X = R",

ﬁ(m) = ﬁ(((%k) k=12,..., ni>z’:1,2 ,,,,, a )

= Z i:(xzk — mi.)2

1=1 k=1

a n,

=) (wn - —2%1 ik )2

i=1 k=1
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:ﬁ(((f’?zk - ,Ui) k=12,..., ni)i:1,2 ,,,,, a) (7.19)
For each x € X = R", define the semi-norm dg in © such that

o — 0 o

4z (0, 9@ = (Vo 6@ ¢ 9)). (7.20)

Further, define the estimator £ : X (= R") — O(= R?) as follows.

E(ﬂf) :E((flfik)izl,z,...,a,k=1,2 ..... n)

Y

n n n ’ n

_(ZZH Tak _ Dima Dukty Tk Doger Dok Dim Zk V Tik 2k Tak Qi 2kl m)
=
n

:<Zk_1 Tik D i1 Dkt xzk) — (2, — Te)ic12a (7.21)
n n i=1,2,...,a
Thus, we get

|1B(x) — m(w)& |
_||<Zk 1 Tik 2lic Zk;l a?m)

i=1,2,....a - (ai)i:Lz ----- a”é

||<Zk 1 ik Zz 1Zk 1 Lik — (i — 231/‘%0
i=1,2,...,a

remarking the null hypothesis Hy (i.e., pu; — # =o;=00=1,2,...,a)),

Z Tik Z?: Zn; Lik -
=I1 (== L) RS e — e (122)
=1

i=12,....a

Therefore, for any w = ((fik)iz12,...a, k=1,2,..n,0)( € @ = R™ x R,), define the positive real n%
( > 0) such that

= inf{n > 0: [G"(E‘l(Balld% (m(w);n))|(w) > a} (7.23)
where
Ballg% (m(w);n) ={0 €O : d§(r(w),0) >n} (7.24)

Recalling the null hypothesis Hy (i.e., p; — ZZ%H =a;=00=1,2,...,a)), calculate n2 as

follows.

BN (Ball (r(w)in) = {z € X =R" : d5(E(x),x(w)) > n}

_ _on L NE@) —mWE S nilye —@.l)? >
—{reX=R": <50 © = S .)2>77} (7.25)




KSTS/RR-16/001
January 8, 2016

176 Chapter 7 ANOVA( = Analysis of Variance)

For any w = (1, 2, - - -, fa, 0) € = R? x Ry such that m(w)(= (a1, ag,...,a4)) € Hy(=
{0,0,...,0)}), we see

[G™ (B! (Ballgy ((w);m))) ()
_ 1 / / exp| — Zz 1Zk 1($1k ) ] >< >< dz;,

( 27‘(‘0‘) 202 i=1k=1

"1(7” e T Te

Zg 1Zk l(xzk x )2 n

a ng N2 a n;
__ 1 // exp| — izt 251(%1@) | XX dxy,

(\/g)n i=1k=1
(Zz 1 nl(z « T )2/(a ) 2(n—a)

(¢, Tpl 1<zk 2.2/ (n- o~ @D

(Ag) By the formula of Gauss integrals (Formula [7.8(B)(§7.4])), we see

= / sy Pl (B)dt = @ (eg,, a=0.05) (7.26)
@1
where, p(a Ln—a) 1S @ probability density function of the F-distribution with p (a—1.n—a) degree
of freedom.

Therefore, it suffices to solve the following equation

n*(n —a) a—1 [__ Y
o1 = F",..(= “a-point”) (7.27)
This is solved,
(15)* = Fiaala=1)/(n - a) (7.28)

Then, we get Eg@ (or, Eg;X; the («)-rejection region of Hy = {(0.0....,0)}(C © = R*) ) as
follows:

R N {B(2)(€ ©) : d5(E(x),n(w)) > 1%}

w=((1s)%_1,0)€Q(=Re xR, ) such that =(w)=(n)L

X _ 1ROy _ g, ) (Za L (T —z..)%)/(a—1) a—1
B = B y) =tr e X s N e e n—ay = fread (750)

ANote 7.2. It should be noted that the mathematical part is only the (Asg).
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7.3 The two way ANOVA

7.3.1 Preparation

As one of generalizations of the simultaneous normal observable (7.14), we consider a kind
of observable O¥" = (X (= R%"), B Gy in [>°(Q(= (R x R,)).

(G (2))(w)
o 27r10)abn/'“/eXp[_Ziz1 2=t 2kt [k — 1) ] X X X i

202 k=1j=11i=1

[11)

(‘v’w = ((Nij)izl,l...,a,jzlﬂ ..... b, O') cl= Rab X R+, =€ B&bn) (731)
Therefore, consider the parallel simultaneous normal measurement:

MLOO(RabXR+)(OaGbn = (X(E Rabn)’ iB]%bn’ Gabn)’ S[(ﬂ:(l‘ij | 1=1,2,---,a,j=1,2,- 7b)’0)])

Here,
a b
= _ Zizl Zj:l Hij
pij = (= pro. = n )
b a b
4 oag(= e — . = 2jm Mig iz 2= /Jz'j)
(= pye — pes ; =
a b
_ _ Z?:l Hij Zi:l Zj:l Hig
+Bi(= ey = pe == = )
+ (@B);(= tij — pye — poj + 1) (7.32)
And put,
X =R > 2= (Tijk)ic12,.0, j=1.2,.b, k=1.2,..m
n b n a n
T... = M - Zj=1 k=1 Tigh o D i1 Dt Tigh
iJ° n ) i bn 5 e an ,
Z?ﬂ 22:1 ZZ:1 Tijk
" abn (7.33)
7.3.2 The null hypothesis: . = po. =+ = pt4. = p-.
Now put,

e =R" (7.34)
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define the system quantity m : Q(= R%® x R, ) — ©(=R%) by

Q=R xRy 3w = ((ltij)ic12,..a,j=1.2,.00 0) > T1(w) = (q)_y (= (pt;e — po)iy) €O =R?

(7.35)
Define the null hypothesis Hy(C © = R®) such that
Hy ={(a1,a2,...,0,) EO=R* : oy =ap=... =, = a} (7.36)
o (7.37)
Here, “(7.30)<(7.37)" is derived from
aq = g a; = g(% — p..) = 2o stl i g i %}1 i 0 (7.38)

Also, define the estimator E : X (= R%*") — ©(= R%) by

E(z) = (Z?:I 2 k=1 Tijk B D it 227:1 Dkt 33z‘jk>
bn abn i=12,...a

= (2 =) (739)

77777777777

Now we have the following problem:

Problem 7.3. [The two-way ANOVA|. Consider the parallel simultaneous normal measure-
ment:

MLoo(RabXRJr)(OaGbn = (X(E Rabn), ‘Bﬁbn, Gabn)7 S[(M:(Nz‘j | 2‘21727.“ 7(173‘:172,... ,b)7o—)])

where we assume that

that is,

7T1(/“L17/L27"' ,,U,a) = (0707 70)

namely, consider the null hypothesis Hy = {(0,0,---,0)} (CO =R")). Let 0 < a < 1.
Then, find the largest R?jﬁ(g ©)(independent of o) such that

(A1) the probability that a measured value z(€ R*") obtained by My (gasxr,)(O&" = (X (=
Rabr) Babn Gabn), Sl(u=(ij | i=1,2, a,j=1,2,- b),0)]) Satisfies that

E(z) € }ABOIQI?

is less than «.
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Further,

160 — 026 = | 3 (6 6’

i=1

(V0O = (07,657, ...,09) e R?, £ =1,2)

Motivated by Theorem [5.0] (Fisher’s maximum likelihood method), define and calculate 7 (z) ( =

SS(x)/ (abn)) as follows.

ﬁ($)= S((xijk)izl,l...,a, §=1,2,...,bk=1,2,..., n)

a b n a b n

Zn_ i
a b n )
B Z Z((gj"’“ = Mij) — e (Tijh — ,Uij))2
Z 1] ij
=SS(((wijr — Mij)i=12,..a, j=12,...5)k=1.2, ) (7.40)

Define the semi-distance d§ ( in © = R?) such that
_ 10— 0®le

ds (6, 9 (VoM. 0 € @ = R*, ¥z € X = R*") (7.41)

Define the estimator E : X (= R%*") — ©(= R%) such that

b b
2=t 2ok Tigh Dlic1 2ojm1 2kt l’;k) _ (m . )
i=1,2,....a "t U )i=12.a

bn abn

E(z) = (

,,,,,,

Therefore,

1E(z) — 7 (w)l6

b b
| (Zjl Zzzl Lijk Z?:I Zj:l ZZ:l xijk) - <a4> H2
i=1,2 ‘ i=1,2

bn abn i=1,2,..a N\ /Ji=12,..a ©
b n a b n b a b
:H<Zj:1 2kt Tij B Dict Zj:l Dkt xiﬂc) B (Zj:l Fij Dic1 Zj:l Mij) I
bn abn i=1,2,....a b ab i=1,2,....a
n b a b n
"y (Zk:l Zj:l(xi]'k — Hij) B > i1 Zj:l > ke (Tije — Mz’j)) 2
bn abn i=1,2,....a ©
and thus, if the null hypothesis Hy is assumed (i.e., g —p. =a; =0 (Vi=1,2,...,a) )
n b a b n a
bn abn i=1,2 © i’ o '

2
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Thus, for any w = (u1, p2)( € @ = R x R), define the positive number n% ( > 0) such that:
e = inf{n > 0 [G(E~ (Ball§, (r(w); n)](w) = a} (7.43)
Assume the null hypothesis Hy. Now let us calculate the 1 as follows:

E~(Ballg (t(w);n)) = {z € X =R™ : dg(E(z),m(w)) > n}
abn ¢, 2?:1(3%- —x...)?
D i1 22:1 > et (@i — Iz‘j')Q
That is, for any w = ((1ij)i=12....a, j=12...6, ,0) € S such that 7(w)(= (a1, 9, ...,a,)) € Hy(=

{0,0,...,0)}),

={rc X =R : >} (7.44)

[G“b"( H(Ballg (m(w);n)))(w)
Z?:l Z?':l Dot (@ige — pg)? b @ N
270) (V27 / / S

202 k=1 j=1i=1

Ballc (m(w);n))

1 / / expl Sy D S (e — i)

o (V2mo)abn
abn Z Zb

i z”:l zk:1<x”k @0

a b n )2 n b a
o - _(x;
1 / / exp| D ie1 ZJ_122:1€_1( i) | X X X dry

n b a

202 k=1 j=1i=1

2

2>77

(\/%)abn k=1j=14i=1
PILIND DL L2
<a 1) < n2(ab(n=1))
L 123 1251 (@i =z >2 abn(a=1)
ab(n—1)

(7.45)

(As) using the formula of Gauss integrals derived in Kolmogorov’s probability theory, we finally
get as follows.

= Plotabn_1)(D)dt = (e.g., o = 0.05) (7.46)
n(a—1)

where p{c;—l,ab(n—l)) is the F-distribution with (@ — 1,ab(n — 1)) degrees of freedom. Thus, it

suffices to calculate the a-point ng(i D Thus, we see

(15)° F(fb(:b a” n(a—1)/(n—1) (7.47)
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Therefore, we get IA%%;G (or, ﬁg;x; the («a)-rejection region of Hy = {(0.0....,0)}(C © =R?) )
as follows:

i = A {E(z)(€ ©) : dg(E(x), m(w)) = 115}

w=((ps)¢_1,0)€Q(=RexR) such that =(w)=(e;)¢_,€Hn={(0,0,...,0)}
a b
i 2@y —w.)?) /(a— 1) —
a b n — T ab(n—1),«
(X Y Yoy (@i — 73)%)/(ab(n — 1)) — 7Y

X

— {E(z)(€ O) : } (7.48)

Thus,

R = BB = fole X) o G 2 PO s

: a b n = Fab(n—n,a}
(2 iz 23:1 > ke (Tijie — @35.)?) /(ab(n — 1))

(7.49)
O

ANote 7.3. It should be noted that the mathematical part is only the (Asg).

7.3.3 Null hypothesis: . = pteg =+ = pty, = pt--

Our present problem is as follows

Problem 7.4. [The two-way ANOVA|. Consider the parallel simultaneous normal measure-
ment:

M o mav ) (O™ = (X (= R™™), BE™, G*™), Si(umus, | i=1.2 aj=1.2, b)0)])

where the null hypothesis

fhog = fhog =+ = [luy = [l

is assumed. Let 0 < a < 1.
Then, find the largest R?jﬁ(g ©)(independent of o) such that

(B)" the probability that a measured value z(€ R*") obtained by M e gaxg,) (08" = (X (=
Rabr) Babn Gabn), Sl(u=(ij | i=1,2, a,j=1,2,- b),0)]) Satisfies that

E(z) € }ABOI;S

is less than «.
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Since a and b have the same role, by the similar way of §7.3.2] we can easily solve Problem

.4

7.3.4 Null hypothesis: (af);; =0 (Vi=1,2,...,a, j=1,2,...,b)
Now, put
0 =R (7.50)
And, define the system quantityr : Q — © by

Q=R x Ry 3w = ((ftij)i=1,2,..a, j=1,2,...5:0) = T(w) = ((B)ij)i=1,2,...., j=1,2,.. € O = R

(7.51)
Here, recall:
(aB)ij = pij = e — poj + pen (7.52)
Also, the estimator F : X (= R%") — O(= R®) is defined by
E((Iz’jk)i:1 ..... a, j=1,2,..b, k=1,2,..., n)
n b n b n a b n
:(Zkzl Tijk Zj:l > k=1 Tijh B Zj:l > k=1 Tijk n Di1 Zj:l > k-1 xijk)
n bn an abn i=1,2,....a j=1,2,...b,
=\z,..—z..—T.. 7.53
(x” i T Tt )i—1,2 ..... aj=12,..b, ( )

Our present problem is as follows

Problem 7.5. [The two way ANOVA]. Consider the parallel simultaneous normal measure-
ment:

MLW(RabXR+)(OaGI)n = (X(E Rabn)’ B]?{bna Gabn)’ S[(H:(Nij [i=1,2,,a,j=1,2, 7b)"’)])
The null hypothesis Hy(C © = R%®) is defined by

HN = {((aﬁ)ij)izl,l.,,,a, j=1,2,...,b € @ = Rab . ((Xﬂ)” = O, (VL = 1, 2./ cee, @, } = 1, 2, ceey b)}

That is,

(OB)ij = tig — fhge — o+ pee =0 (i=1,2,---a, j=1,2,-- ) (7.55)

Let 0 < o < 1. ~
Then, find the largest R?}S(g ©)(independent of o) such that
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(C1) the probability that a measured value 2(€ R*") obtained by Myegarygr (08" = (X (=
Rabn), 3%’", Gab"), S[(#:(Mj |i=1,2,,aj=1,2, ,5)70)]) satisfies that

E(x) € E%](j

is less than a.

Now,
a b . , 9
160 — 9@ ||g = Z <9§j) — 95}) (7.56)
i=1 j=1
(VG(Z) = (eg))izl,z...,a, j=1,2,...b € Rab, (=1,2)
and, define the semi-distance d§ in © by
o) — p2)
42 (6, 3y = ”_—”@ (VoM 0? € ©,Vz € X) (7.57)
SS(x)
E((%k - ,Uij)izl ..... a,j=1,2,..b, k=1,2,..., n)
n b n
:<Zk:1($ijk - ,uij) _ Zj:l Zk:l(xijk - /M‘j)
n bn
e S (agk — i) N >y Yy Y (g — Mz‘j))
an abn i=1,2,....a j=1,2,...b,

:<($ij° = pig) = (Tee = ) = (@eje = o) + (2 _M")>

i=1,2,....a j=1,2,...b,

:(iL‘ij. — Tyeo — oot x) (Remark:null hypothesis (o3);; =0) (7.58)

i=1,2,...,a j=1,2,...b

Therefore,

E((Tijk)i=t,....a, j=1,2,..b0, k=1,2,...n) = E((Tije — fij)i=1,..a, j=1,2,.b k=1,2,..1) (7.59)

Thus, foreachi=1,...,a, 7 =1,2,...b,

Eij(ijn — i5)
n b n b n
(@i — ) 20gmn 2o (T — i) D D (i — 1)
n bn an
a b n
N D im 2ojmt D (Tij — Hij)

abn

=Lij(z) — (aB)i
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=T, — Lo — Tuso +Tuue — (af)y (7.60)
And, we see:

1B (@) - 7(w)I3
=I|(By(@) — (@B)s) _

Recalling that the null hypothesis Hy (i.e., (af); =0 (Vi =1,2,...,a, j =1,2,...,b) ), we
see

— T .l (7.62)

-
5
<
<

i=1 j=1

Thus, for each w = (u,0)( € @ = R x R), define the positive real n ( > 0) such that
ng = inf{n > 0: [G(E' (Ballg (r(w); n)))(w) = a} (7.63)

Recalling the null hypothesisHy (i.e., (af);; =0 (Vi =1,2,...,a, j =1,2,...,b) ), calculate

the nSas follows.

E~(Ballg; (n(w);m)) = {z € X =R™ : d§(E(x),7(w)) > n}

abny i, Zj:1($ij- —Tjee =T F T...)?

—{ze X =R"" : T 5
Dict Zj:l > ke (Tije — %)

> n?} (7.64)

Thus, for any w = ((@ij)i=12...a j=12..5 ,0) € @ =R® x R, such that 7(w) € Hy(C R?)
(ie, (af)iy =0 (Vi=1,2,...,a, j=1,2,...,b) ), we see:

Z; 1 " boa
ZZ 123 1Zk 1( jk — “J) ] X X X dwjk

202 k=1j=11i=1

( 27TO' abn /

1 (BalGy ((

[Gab"(Efl(BaHC( (w);n)))(w)
w)in

exp|—
)

a b n
v exp|— D it it 2t (Tij — Mz'j)z] >"< >b< ;< d-
(v2mo)abn 202 k=1j=11i=1 ik
{zeX : dg (E(z),m(w)>n}

a b n )2 n b a

1 o . _x;

_ / / exp[_zz_l > jm1 2= (Tijk) | X X X drin
(v/2m)abn 2 k=1 j=1i=1

PP Y 1z e D2

Z(zl IE] IEk 1(ngk T ‘.)2 abn




KSTS/RR-16/001
January 8, 2016

7.3 The two way ANOVA 185

a b n 2 0 b a
. . _ 1\ T
1 / / exp| > e 21—1 > e (Tijk) | X X X dry
(\/ 27T)alm 2 k=1j=1i=1

T TiaG, “e
ot < _n2(ab(n—1)
Z?:l Z] 1Zk 1($11k zi..)Q abn(a—1)(b—1)
ab(n—1) 8
(7.65)
(C3) Then, by the formula of Gauss integrals [T.8(D) (§7.4) , we see
:/ on ) Pllae1)(6—1),ab(n—1y) (D) dE = a( e.g., a = 0.05) (7.66)

n(a=1)(6-1)
where pﬂa_l) (b—1).ab(n_1)) 1S & probability density function of the F-distribution with ((a—1)(b—
1),ab(n — 1)) degrees of freedom.

Hence, it suffices to the following equation:

2
n(n—1) a-1)(b-1)/__ « o
nla—1)(b-1) Fouya (= “a-point”) (7.67)

thus, we see,
()2 = Fy V0 Vnla = 1)(0—1)/(n — 1) (7.68)

Therefore, we get the (a)-rejection region Eg;@ (or, ﬁg;x; Hy = {((af)ij)i=12, aj=12, b
(aﬁ)lj =0 (l = 1727"' ,CL,j = 1727"' 7b)}(g © :Rab) ):

Ry = N (E(z)(€ ©) : d5(E(z),m(w)) > %}
w:((mj);-‘zlg-:l,a)eﬁ(:]l{a><R+) such that =(w)=(aB);;€HyN
(e S (e — @)/ ((a— 1) (b - 1)) o pla 10D

7.69
(Xim 2?21 > he (Tijr — x;;-)?)/(ab(n — 1)) — ab(n— 1) o) (7.69)

={E(x)(€ O):

Also,

(i ey =z )?)/((a=1)(b — 1)) > P10y

(2i- 12] Py 1(%]k z;;.)%)/(ab(n — 1)) ab(n— 1 h

(7.70)

RS = ETY(RGD) = {a(e X) -

ANote 7.4. It should be noted that the mathematical part is only the (Cs).
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7.4 Supplement(the formulas of Gauss integrals)

7.4.1 Normal distribution, chi-squared distribution,
Student t-distribution, F-distribution

Definition 7.6. [Fdistribution ]. Let t > 0, and n; and ns be natural numbers. The probability
density function pf; 1) (1) of F-distribution with the degree of freedom(ny, n») is defined by

1 N1\ 71/2 $(n1—2)/2
Pose ) = G757 ()
(n1,n2) B(n1/2,n2/2) %) (1 + nlt/ng)(”1+”2)/2

(t > 0) (7.71)

where, B(-,-) is the Beta function, that is, for x,y > 0,

1
B(:U,y):/ (1 — )yt
0
Note that

F-distribution with degree of freedom(1,n — 1)

= Student ¢-distribution with the degree of freedom(n — 1)

Define two maps 77 : R” — R and SS : R® — R as follows.

Formula 7.7. [Gauss integral(normal distribution and chi-squared distribution)]. This was already

mentioned in (6.6) and (6.7)).

Formula 7.8. [Gauss integral( F-distribution )]. For ¢ > 0,

(A) exp| — L 1( K == 2 ldayday - - - dxy, :/ pan_l)(t)dt (7.72)
O i,
(B): Forn=> 7 n,
1 a ng
// exp| — i 1Zk 1(wik)” | X X dxy
(V2m)™ i=1k=1

Sy mile ,—2, )%/ (a=1)
TSN = )7/ (n=a) ~e




KSTS/RR-16/001
January 8, 2016

7.4 Supplement(the formulas of Gauss integrals) 187
= [ bt (7.73)

©: —L / / eXp[—Zi:1 Zj:lg:k:l(mijk) | X X X A1

(v/2m)abn k=1j=1i=1
i 12] 1(“” —z,,.)?2
=t e
lel 1Zb 1Zk 1(11316 T )2

ab(n—1)

o0

ja
Z/ Pla—1,ab(n—1y)()dt (7.74)
C

Or, equivalently,

b
(D): L / / eXp[—Z?:1 e ZZzl(%ijk)Q] XX X di,
W 2
PILID». I 1 T T )2
J
la=D 0= 1>
Zg:l Zb :Zk 1(zzgk Ii.-)Z ¢
ab(n—1) !

= /C Plla—1)(5-1).ab(n—1y () dt (7.75)
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Chapter 8

Practical logic-Do you believe in
syllogism?—

The term “practical logic” means the logic in measurement theory. It is certain that pure
logic (=mathematical logic) is merely a kind of rule in mathematics (or meta-mathematics). If
it is so, the mathematical logic is not guaranteed to be applicable to our world. For instance,
mathematical syllogism ( “A = B” and “B = C” imply “A = C” ) does not assure the
following famous statement:

(#1) Since Socrates is a man and all men are mortal, it follows that Socrates is mortal.
That is, we think that

(f2) the above (#1) is not clarified yet.

In this chapter, we prove the (f1) in classical systems. Also, we point out that syllogism does

not hold in quantum systems’

8.1 Marginal observable and quasi-product observable

Definition 8.1. [(=Definition [3.19):quasi-product product observable | Let Oy = (X, Fi, Fi)
(k = 1,2,...,n ) be observables in a W*-algebra A. Assume that an observable Ojy , =
(Xoey Xi, K7 Ty, Fro..p) satisfies

Flo. n(X1 X oo X Xjo1 X Zp X X1 X - x X)) = Fp(Ek). (8.1)

I This chapter is mostly extracted from the following:

(#) Ref. [25]: S. Ishikawa, “Fuzzy Inferences by Algebraic Method,” Fuzzy Sets and Systems, Vol. 87, No. 2,
1997, pp. 181-200. |d0i:10.1016 /S0165-0114(96)00035-8
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(VEk € i, Vk = 1,2,...,n)

The observable Oy, = (X,_; X, X _ Ty, Fia.n) is called a quasi-product observable of
{Or | k=1,2,...,n}, and denoted by

ap § n ap
X Ok:(X X, &k:ﬂ’k, X Fk)
k=1,2,...n k=1 k=12,..n

Of course, a simultaneous observable is a kind of quasi-product observable. Therefore, quasi-
product observable is not uniquely determined. Also, in quantum systems, the existence of the

quasi-product observable is not always guaranteed.

Definition 8.2. [Image observable, marginal observable] Consider the basic structure [A C
A C B(H)]. And consider the observable O = (X, J, F) in A. Let (Y,G) be a measurable
space, and let f : X — Y be a measurable map. Then, we can define the image observable
f(O) = (X, F, Fof')in A, where F o f~! is defined by

(Fof)I)=F( () (TeH).

[Marginal observable] Consider the basic structure [A C A C B(H)]. And consider the
observable Oio_,, = (X,_; X, X }_Fx, Fio. ) in A. For any natural number j such that
1 = j < n, define Fl(é)n such that

2..n

FP W(5)) = Fro (X1 X -+ X X;0 X 55 X Xjp1 x - x X)) (VE; € F)).

Then we have the observable O%)n = (Xj, 9y, Fl(é)n) in A. The O%)n is called a marginal
observable of Oy, ( or, precisely, (j)-marginal observable ). Consider a map P; : X oy Xi —

X such that

X 3 (.’131,1'2, cey Ly, ,l‘n) — X € X]
k=1
Then, the marginal observable O%)n is characterized as the image observable Pj(O12. ).
The above can be easily generalized as follows. For example, define 05122),1 = (X1 x Xo, F1 KTy,

F1(212)n) such that
FOP (21 xZ) = FU2 (21 x Ty x Xy x - x X,))  (VE; € F1,VE, € Fo).

Then, we have the (12)-marginal observable O%mn = (X1 x Xy, F1 KTy, F1(212)n) Of course, we

also see that Fia ,, = Fl(gl%:;;n)-
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The following theorem is often used:

Theorem 8.3. Consider the basic structure
A CACB(H)

Let A be a C*-algebra. Let O = (X1, 71, F1) and Oy = (Xy, Ty, Fy) be W*-observables in
A such that at least one of them is a projective observable. (So, without loss of generality,
we assume that O, is projective, i.e., Iy = (Fy)? ) Then, the following statements are

equivalent:

(i) There exists a quasi-product observable O3 = (X1 x X5, F; X Fy, F} (;é)Fg) with marginal
observables O; and O,.

(11) 01 and 02 Commute, that iS, Fl(El)FQ(EQ) = FQ(EQ)Fl(El) (VEl < 3"1,V52 € ?2)

Furthermore, if the above statements (i) and (ii) hold, the uniqueness of the quasi-product
observable O15 of O; and O, is guaranteed.

Proof. See refs. [111, 25] 29].

Consider the measurement Mz (019=(X1 x X5, 51T, Fi3), S|,)) with the sample probability
space (X1 x X, T W Fy, 4+ (/)7 Fw(‘))z)-
Put

E1xEo A (P, FIZ(EI X Ez))ﬁ A* (P; F12(E1 X E%))z - F, V= F
Rep, ™10l = [ (P, F12(E§ X Za)) 7 - (p F12(Ef x E5))7 (V21 € 51,V € 72)

where, =¢ is the complement of = {x € X | x ¢ E}. Also, note that

(P Fra(E1 % 22)) 7+ a- (0, Fra(Z1 % 25)) 7 = a- (0, FY)(E0) 7
s (0 Fia(Z5 % Z9)) 1+ a- (p, Fa(E5 % )7 = - (0. L (E)) 7
a (0, Fia(Z§ x 29)) 7 + a» (p, F12(Z1 X 25)) 1 = 4+ (ps F1(22)(5§))71
a(p: Fia(Z1 % Z9)) 71+ a- (p, Fra(E5 x 25)) 7 = - (0. L3 (29)) 7

We have the following lemma.

Lemma 8.4. [The condition of quasi-product observables] Consider the general basic structure

[ACACB(H).
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Let Oy = (X3,J1, F1) and Oy = (Xo, Fa, F5) be observables in C'(2). Let O = (X7 X X5, F; X
Fy, Fio=F, C;EFQ) be a quasi-product observable of O; and O,. That is, it holds that

F o= FY, Fy=F3

Then, putting ailx = g (p, Fia(Z; % Ez))z = p(F12(Z1 X Eg)), we see
= * F (E X = ))* A* (p FIQ(EI X .:C))*
Re =1XEo o) _ A (pa 12 ’_(1: ’_‘2 A ) _! z A
P, (One) a- (P Fra(Z§ X Z2)) 7 4 (0, Fio(E5 x 25)) 7
T | AE) 52
p(F2(Zg)) —a,” ™ 1+ 04;1 = p(F1(B1)) — p(Fa(Z2))
and
max{0, p(Fi(Z1)) + p(Fy(Z2)) =1} L 0,7 <

min{p(Fi(E1)), p(F2(Z2))}
(VEl c ?1,VEQ c 3:2,\V/p c 6p(.A*)) (83)

Reversely, for any ailXEQ satisfying (8.3)), the observable Q5 defined by (8.2) is a quasi-
product observable of O; and Os. Also, it holds that

E1XEg

p(F(E X Z5) =0 <= o
= p(F1(Z1)) = p(F2(Z2)) (8.4)

Proof. Though this lemma is easy, we add a brief proof for completeness. 0 < p(F((E] xZ})))
<1, (V=] € F1,E} € Fy) we see, by (8.2) that

=)
A
R
A S]
X
U]
N
17\
—_

o
1
—_
_l_
Q
he) il]
X
[1
V)
|
B
—~
>
—~
[1]
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S
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—
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(Y]
N~—
S~—
17N
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H
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(@]
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B
—~
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—
[1]
N
N~—
N~—
|
Q
T M M

o
174\
=
e
W
|
=}
-
t\[vﬂ
174\
—_

which clearly implies (8.3). Conversely. if « satisfies (8.3)),then we easily see (8.2]),Also, (8.4)

is obvious. This completes the proof. O

Let 012 = (X1 X X27 ?1&352, F12:F1(§)F2> be a quasi—product observable of 01 = (Xl, ?1, Fl)
and 02 = (XQ, ?2, Fg) in z Consider the measurement Mz(olg :<X1 XXQ, 91&?27 F12:F1;1§F2)7
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Sip)). And assume that a measured value(xy,z2) (€ X; x X) is obtained. And assume that

we know that x1 € Z;. Then, the probability (i.e., the conditional probability) that x5 € =5 is

given by

p(F12(E1 X E)) p(F12(E1 X Ey))

p(F1(Z1)) p(F12(E1 x E2)) + p(F12(Z1 % E5))

And further, it is, by (8.3)), estimated as follows.
max{0, p(F1(Z1)) + p(F2(52)) — 1}
p(F12(Z1 X Z2)) + p(F12(E1 x E5))

min{p(F1(Z1)), p(F2(E2))}
p(F12(E1 X Z2)) + p(F12(Z1 x =5))

P =

A

pP=

Example 8.5. [Example of tomatoes| Let Q = {wy,ws, ....,wn} be a set of tomatoes, which is
regarded as a compact Hausdorff space with the discrete topology. Consider the classical basic

structure
[Co(Q) € L=(Q,v) € B(L*(Q,v))]

Consider yes-no observables Ogp = (Xpp, 270 Fypy) and Ogy = (Xgw, 255V, Fiy) in C(€) such
that:

Xpp = {yRDu nRD} and Xqy = {ZUSWa nsw}7

where we consider that “yzp” and “ngp” respectively mean “RED” and “NOT RED”. Similarly,
“Ysw and “ngy” respectively mean “SWEET” and “NOT SWEET".

For example, the wy is red and not sweet, the wy is red and sweet, etc. as follows.

5SETE

YrD YrDp Nrp .
Nsw Ysw Ysw s Nsw

Figure 8.1: Tomatoes ( Red or Sweet? )

Next, consider the quasi-product observable as follows.
Xpp XX ap
012 = <XRD X Xgw, 27RP78W, F:FRDXFSW)
That is,

eplvRD.YsW)} — [F{(yro, ysw) Dl(wr)  [F({ (yro, nsw) )] (wk)
Reply ™ [012] = | [P ({1, pw) D](wr)  [F({ (11, mw ) )] (k)
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— a{(yRDaysw)} [FRD({yRD})] - a{(yRDyysw)}
[Fsw({ysw})] — X wrpvsw)} 1+ Y wrp wsw) [Fro({yro })] — [Fsw ({ysw )]

where « (wy,) satisfies the (8.3). When we know that a tomato wy, is red, the probability

{(vrD ysw)}
P that the tomato wy is sweet is given by

p_ [F({(yxo, Ysw) })] (wr) _ [FH{(ros ysw) })](wr)

[E({(Yros Ysw) DI (W) + [F({ (Yr, nsw) 1] (wr) [Fro ({ro )] (w)

Since [F'({(yno, ysw) Pl (wi) = v, (wy), the conditional probability P is estimated by

max{0, [F1({yao D] (wi) + [F({gswhl(wi) =1} o o min[F ({ysw}](@r), [Fo({yswHI(wr)}
[Fro ({ro )] (w) - [Fro ({ro )] (w)
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8.2 Implication—the definition of “="

8.2.1 Implication and contraposition

In Example 85 consider the case that [F'({(yrp, nsw)})](w) = 0. In this case, we see

L ({(gm: v D] () i
F({(rer v D) + [F({ (s no) D)

Therefore, when we know that a tomato w is red, the probability, that the tomato w is sweet,

is equal to 1. That is,

“UFE (Yrp, nsw) D] (w) =07 +—= [“Red”=> “Sweet”

Motivated by the above argument, we have the following definition.

Definition 8.6. [Implication] Consider the general basic structure

[ACAC B(H)

Let 012 = (Xl X Xg, 351 X ?2, F12:F1(;£)F2) be a quasi—observable in z Let p < Gp(‘A*), El
€ F1, =9 € Fy. Then, if it holds that

p(F12(E1 % (E3))) =0
this is denoted by

oll.= — 0?5 8.5
(015 4] Mﬂoww[ 15 Zo] (8.5)

Of course, this (8.5) should be read as follows.

(A) Assume that a measured value (21, z2)(€ X; xX3) is obtained by a measurementM ey (O12,

S[w])' When we know that z; € =, then we can assure that x5 € =5.

The above argument is generalized as follows. Let Os_, = ( XZ:1 Xy, @Zzﬁ'k, Fis ,, =

qp -
X  F}) be a quasi-product observable in A. Let =; € F; and =5 € F;. Then, the condition
k=1,2,....n

ae (0, P2 (B % (E5)7 =0
(where, =¢ = X \ E) is denoted by

o) .z = [0Y .= 8.6
[ 12...n» ]MZ(OLZ,..n:S[ﬂ])[ 12..n) J] ( )
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Theorem 8.7. [Contraposition] Let O3 = (X1 X X5, F; x Fs, F12:F1()1?F2) be a quasi-product
observable in A. Let p € GP(A*). Let Z; € F; and =5 € Fy. If it holds that

o= = [0%:= 8.7
01521, 57, [012i ] (8.7)

then we see:

I

2 —
<~ [Og; =5)

O(l)’ Ec
[ 12 1] MZ(0127S[,)])

Proof. The proof is easy, but we add it. Assume the condition (8.7)). That is,
A= (ps Fi2(E1 x (X2 \ E2))) 7 =0
Since =1 X Z¢ = (29)¢ X =5 we see
a+(p, Fia((E9) x B5))z =0
Therefore, we get

1 —C 2 —cC
[O§2)5 =1 < [Og; =5)

M7(O12,5,))
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8.3 Cogito— I think, therefore I am—

Recall the following figure.

observer system
(I(=mind)) (matter)
l_ [measure]value [observable] I[s_‘cate] j
(@interfere ‘l

<
<

®perceive a reactior

| |
| I
| |
| |
| |
I I

— — — —F

[Descartes Figure 8.2 (=Figure 3.1) |:The image of “measurement(=@+®))” in dualism

The following example may be rather unnatural, but this is indispensable for the well-
understanding of dualism.

Example 8.8. [Brain death(cf. ref. p.89 in [3§])] Consider the classical basic structure

[Co(©) € L=(Q,v) C B(L*(Q,v))]

Let w, (€ Q = {wi,ws,...,wy}) be the state of Peter. Let Oy = (X} x X, 2X1xX2,
F12:F1;1?F2) be the brain death observable in L>(2) such that X; = {T'T} X, = {L, L},

where T = “think”, T = “not think”, L = “live”, L = “not live”. For eachw, (n =1,2,..., N),
01, satisfies the condition in Table 8.2.

[Table 8.2 ]: Brain death observable Oy = (X; x Xy, 2X1%%2 [,)

Ny L ({0 )] (wn) [F({T )] (wn)
[ {TH](wn)] (14 (=1)")/2 0

(=[F(Tx{LP]wn) | EF{TH{LY] @)

[E({TH](wn) _0 (1—-(=1)")/2

(EF{THALDI@n) | (=P T (L)) wn)

Since [F12({T} x {L})](wn) = 0, the following formula holds:

05 {T}] — [0 {1}]

Moo () (012,51w,1)
Of course, this implies that

(Ay) Peter thinks, therefore, Peter lives.
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This is the same as the statement concerning brain death. Note that in the above example,
we see that

observer<—doctor, system<—Peter,

The above (A;) should not be confused with the following famous Descartes’ saying (=

cogito proposition):

(As) “I think, therefore I am”.

in which the following identification may be assumed:
observer<—I, system<+—1

And thus, the above is not a statement in dualism (=measurement theory). In order to propose
Figure 8.2 (i.e., dualism) ( that is, in order to establish the concept “I” in science), he started
from the ambiguous statement “I think, therefore I am”. Summing up, we want to say the

following irony:

(B) Descartes proposed the dualism (i.e., Figure [8.2] ) by the cogito proposition (As) which is

not understandable in dualism.

ANote 8.1. It is not true to consider that every phenomena can be describe in terns of quantum
language. Although readers may think that the following can be described in measurement
theory, but we believe that it is impossible. For example, the followings can not be written by
quantum language:

9

(D : tense—past, present, future — ® : Heidegger’s saying “In-der-Welt-sein’
@) : the measurement of a measurement, @ : Bergson’s subjective time

® : observer’s space-time,

® : Only the present exists ( due to Augustinus(354-430))

If we want to understand the above words, we have to propose the other scientific languages (
except quantum language). We have to recall Wittgenstein’s sayings

The limits of my language mean the limits of my world
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8.4 Combined observable —Only one measurement is
permitted —

8.4.1 Combined observable — only one observable
The linguistic interpretation says that

“Only one measurement is permitted”

= “only one observable” = “the necessity of the combined observable”
Thus, we prepare the following theorem.

Theorem 8.9. [The existence theorem of classical combined observable(cf.refs.[25, 29])] Consider

the classical basic structure
[Co(Q) € L¥(Q,v) € B(L*(Q,v))]

And consider observables 012:(X1 X X2,3~1 X 3:2,F12) and 023: (XQ X Xg, 372 X ?3,F23) in
'} (i = 1,2,3) is finite, Also,

i 27..., i

L>(Q,v). Here, for simplicity, assume that X;={z} =

assume that F; = 2%, Further assume that
0 = 0% (That is, Fia(X1 x Z) = Fa(Zo x X3)  (VE, € 2¥2))

Then, we have the observable Oqp3=(X; X X5 X X3,F; X Fy x F3, Fla3) in L>(Q2) such that
Ofs = Ou, O = O

That is,

FOD(21 X By X X3) = Fia(E1 X ), Flag (X1 X Bp X Zg) = Fps(E X Z)  (8.8)
(V=; € F1,V=5 € T, V23 € F3))
The Oj93 is called the combined observable of Q19 and Ogs.

Proof. 0123 = (Xl X X2 X Xg, 9:1 X 9:2 X 9:3, F123) iS, for example, defined by

[Fios({(z1, 2, 25) })](w)
[ [Fr2({(z1, 22)})] () - [Fas({(z2, 3)})](w)
]

[F12(X1 x {z2})](w)
([Fi2(X1 x {z2})](w) #0and )

\ ([F12(X1 % {z2})](w) = 0 and )
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(VW S Q,V(l‘l,l'Q,xg) € X; x Xy X Xg)

This clearly satisfies (8.8). O

Counter example 8.10. [Counter example in quantum systems] Theorem 8.9 does not hold

in the quantum basic structure
[C(H) € B(H) € B(H)]

For example, put H = C", and consider the three Hermitian (n x n)-matrices Tj, Ty, T3 in

B(H) such that
T =TT, 10T =TTy, T\T5 #1351 (8.9)

For each k = 1,2,3, define the spectrum decomposition O = (X, Fy, Fy) in H (which is

regarded as a projective observable) such that

where Xk = R,?k = 'BR.

From the commutativity, we have the simultaneous observables
012=01 X Oy = (X7 x X3, F1 K Fy, Fi1s = F1 X F3)
and
023=03 x O3 = (X3 x X3,F K F3, Fog = Fy X F3)
It is clear that
0 = 0% (that is, Fia(X; X o) = F3(Ss) = Fos(Za x X3)  (VEs € F))

However, it should be noted that there does not exist the observable O193=(X; X X5 x X3, F; X
9:2 X 953, F123) in B(H) such that

05 = 015, 0P = Oy

That is because, if Opo3 exists, Theorem [8.3] says that O; and O3 commute, and it is in
contradiction with the (8.9). Therefore, the combined observable Ojy3 of O15 and O3 does

not exist.
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8.4.2 Combined observable and Bell’s inequality

Now we consider the following problem:

Problem 8.11. [combined observable and Bell's inequality (¢f. [38])] Consider the basic
structure

[ACACB(H)
Put X1 = X2 = X3 = X4 = {—]_, 1} Let 013:(X1 X X3,2X1 X 2X3, F13), 014:(X1 X X4, 2X1 X

2X4 ), Ogz= (Xy x X3, 2%2 x 2%3 Fh3) and Ogy= (Xy x X3, 2%2 x 2%4 F})) be observables
in L>°(Q2) such that

1) 2 3 3 4 4
Og3 - 014), 023 - 0(24)7 Og?)) - O;?;)a O§4) = Oé4)

Define the probability measure v, on {—1,1}* by the formula (4.48)). Assume that there
exists a state pg € GP(A*) such that

a+(po, Fis({(z1,23)})) 7 = Varw ({ (21, 3) },
2+ (po, Fral{(z1,24)})) 7 = varee ({ (w1, 74) }
a+ (po, Fas({(w2, 23)})) 1 = Varwr ({ (22, 73) },
A+ (po; Fas({ (2, 24)})) 7 = Vazor ({ (22, 24)}

Now we have the following problem:

(a) Does the observable Oj934=( Xizl Xk, Xizl Ty, Flazs) in A satisfying the following (1)

exist?
13) 14) 23) 24
(ﬂ) 0(1224 - 01‘3 05234 - 014 03224 - 023 0523)4 = 024

In what follows, we show that the above observable O34 does not exist.

Assume that the observable 01234:(Xi:1 Xk, Xizl Fk, Fiosq) exists. Then, it suffices to
show the contradiction. Define Ci3(po), C1a(po), Caz(po) and Cas(pg) such that

4
Ci3(po) = / 4 L1 T3 Ax (Po, Flaza( X dl’k))ﬁ (: / Ty~ T3 Valbl(d$1d953))
>< k=1 X1xX3

k=1 Xk
4
C14(po) / T L4 A (007 Fiasu( X diﬁk))z (Z / Ty - Ty Va1b2(d$1dl'4))
e 1Xk k=1 X1x Xy
4
Ca3(po) / © L3 A (/907 Fiasu( X dxk))z (Z / To - X3 Va%l(d@diﬁs))
e 1Xk k=1 Xox X3
4
Ca4(po) / T L4 A (007 Flasu( X dxk))z (: / Lo - Ty Va252(d132d$4))
e 1Xk k=1 Xox Xy
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Then, we can easily get the following Bell’s inequality: (cf. Bell’s inequality 4.17)).

|C13(p0) — Cra(po)| + |Caz(po) + Cas(po)|

4
< [ Jmlfo =l el by [Fasa( X dow)] ()

k=1 Xk

<2 (since zp € {—1,1}) (8.11)

However, the formula (4.50) says that this (8.11) must be 24/2. Thus, by contradiction, we says
that O1234 satisfying (a) does not exist. Thus we can not take a measurement Mz(O1234, Sy )-
However, it should be noted that

(b) instead of Mz (01934, S[p.]). We can take a parallel measurement M®iilﬁ(013 ®R0142093®
Oa4, S[®i:1P0])’ In this case, we easily see that (8.11) = 24/2 as the formula (4.50).

That is,

(c) in the case of a parallel measurement, Bell’s inequality is broken in both quantum and

classical systems.

ANote 8.2. In the above argument, Bell’s inequality is used in the framework of measurement
theory. This is of course true. Also I can guess that

(#) Problem [8.11]is related to the theory of “hidden variables”?
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8.5 Syllogism and EPR-paradox — Does Socrates die?
8.5.1 Syllogism and its variations

Next, we shall discuss practical syllogism (i.e., measurement theoretical theorem concerning

implication (Definition8.0]) ). Before the discussion, we note that

(8) Since Theoreml8.9l ( The existence of the combined observable) does not hold in quantum

system, ( ¢f. Counter Exampld8.10), syllogism does not hold.

On the other hand, in classical system, we can expect that syllogism holds. This will be proved

in the following theorem.

Theorem 8.12. [Practical syllogism in classical systems] Consider the classical basic structure

[Co(Q) € L(Q,v) € B(L*(Q,v))]

Let O193 = (X7 X Xy X X3, F1 X Fo X F3, Flggzgé)k:LZng) be an observable in L>(Q2) Fix
we QN = €T, Zy € Fy, Z3 € F3 Then, we see the following (i) — (iii).
(1).(practical syllogism)

Olpyi E — OS], [O0hE — O E
[ 123 1] MLOO(Q)(O123,S[w])[ 123 2] [ 123 2] MLOO(Q)(0123,S[w])|: 123 3]

implies

Rep=t*=[0(5)] =

[FOD(E x Zy)l(w) [FO2 (S x =c>]<w>]
[FO3 (25 % Z))(w)  [Flas) (25 x Z5)](w)

[FRED @) 0 ]

[FI(Es)](w) — [Foa(E)](w) 1 — [Fi(Es)](w)

That is, it holds:

ol = — o¥.= 8.12
(013 1] Mmm(omgﬁ[ﬂ)[ 123 23] (8.12)

Ol E — Ol =a], [O04E — Oy =
[ 123 1] MLOO(Q)(01237S[W])|: 123 2] [ 123 2] MLOO(Q)(01237S[W])[ 123 3]

implies

Rep==[0l12] — ||
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1) /=
I FinE]®) - o,
3) /= 1) /m 3) /=
[Fo3(23)](w) O ERNEN 1— Qg ymy — [F15(Z0)] — [F123(53)]
where

max{[F{3(Z2)](w), [F53(E)) (@) + [F
< o, (W) £ min{[FR(E0)](), [FE3(Es)] (@)} (8.13)
(iii).

oY) (= = 0% 2o, o (= — 0¥ (=
[ 123 1] MLOO(Q)(O:[Q?,,S[W]) [ 123 2] [ 123 2] MLOO(Q)(0123,S[w]) [ 123 3]
implies
Ren=E 10037 _ [Pl (B1 x Ea)l(w) [Py (21 x 55)|(w)
€Py [O1a5] = (13) jme = (13) /=¢ _ =c
[F123 (B x E3)](w) [F123 (Ef x :3)](W)
B oz, () [FREDIW) — gz, (@) ]
- 3) j— 1) j— 3) j—
[FoA(Es)(@) = 0z e, (@) 1—ag o (@) — [Fos(ED)](w) — [Fi3(E3)](w)
where

max{0, [F5(21)](w) + [ (Zs)](w) — [Fia(Z2)] (W)}

< a2 (w) £ min{[F5(E)] W), [F5(Es)](w)}

Proof. (i): By the condition, we see

Therefore,
0 = [Fi23(E1 x 25 X E3)](w) = [F123(Z1 x 25 x E5)](w)
0= [Flgg(El X EQ X Eg)](W) = [Flgg(Ei X EQ X Eg)](w)
Hence,

[Flas' (51 x Z5))(w) = [Fios (B0 x o x E9)](@) + [Fras) (1 x =5 x )] (w) =0
Thus, we get, (8.12).
For the proof of (ii) and (iii), see refs. [25] 29].
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Example 8.13. [Continued from Example B.5] Let O; = Ogy = (Xsw, 255V, Fyy) and O3 =
Orp = (Xpp, 2570, Fyp) be as in Example 8.5, Putting Xpp = {yrp, nrp}, consider the new

observable Oy = Opp = (Xgp, 2%, Fyip). Here, “ygp” and “ngp” respectively means “ripe”

and “not ripe”. Put

Rep[O,] = [[FSW({ysw})Kwk), [FSW({nsw})](wkﬂ
Rep[Oy] = [[FRF’({yRP})](wk)? [FRP({an})](U.}k)}
Rep[O3] = [[FRD({yRD})](Wk)7 [FRD({nRD}ﬂ(Wk)}

Consider the following quasi-product observable:

qp
Op2 = (XSW X Xgp, 2XSWXXRP> F12:FSVVXFRP)

qp
Ogs = (Xpp X Xpp, 2XRPXNRD ha— 10X Frp)

Let w;, € . And assume that

O {usw}l = 0% {ywr )],

£o0(0)(0123,5(4,])

2 3
[052)3§ {Ynr )] = [052)3; {Uro}] (8.14)
Moo (0)(0123,574,])

Then, by Theorem R.12(i), we get:
_ | Fas(wsw} X {yro Dl(wr) - [Fis({ysw} X {nan})](we)
Rep|O13] = |:[F13({nSW} X {yro Pl (wr)  [Fis({nsw} x {nRD})KWk)]

_ { [Fow ({ysw )] (wr) 0 }
[Fro ({Yro )] (wr) = [Fow({ysw D] (wr) 1 = [Fao({yro )] (wr)

Therefore, when we know that the tomato wy, is sweet by measurement Moo () (0123, Sp,)), the
probability that wy is red is given by
[Fis (g} % {weo}))) _ ol | s
[Fia({ysw} X {yro P(wr) + [Fis({ysw} X {neoD(wr)  [Fro({Yno })](wr)

Of course, (8.14) means

“Sweet” = “Ripe” “Ripe” = “Red”
Therefore, by (8.12]), we get the following conclusion.
“Sweet” = “Red”
However, it is not useful in the market. What we want to know is such as
“Red” = “Sweet”

This will be discussed in the following example.
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Example 8.14. [Continued from Example [8.5] Instead of (8.14]), assume that

oln} — ofwt  ofw N olvs), (8.16)
Mreo (0)(012,55,,1) Moo (0)(O23,515,,,1)

When we observe that the tomato w, is “RED’; we can infer, by the fuzzy inference Mo (q) (O13,

Ss.,, 1), the probability that the tomato w,, is “SWEET” is given by

[Fis({ysw}t X {yso P(wn)
[Fia({ysw} X{yno ](wn) + [Fra({nsw} X {yan})](wn)

which is, by (8.3)), estimated as follows:

max{ [Fre({yre })](wn)  [Fow({ysw})] + [Fro({yro})] — 1} <
[Fro ({yro })] (wWn) [Fro({Yro })](wn) B

Q=

Pl D)

N [Fro ({0 )] (wn)
(8.17)

Note that (8.16) implies (and is implied by)
“RIPE” = “SWEET” and “RIPE” = “RED” .
And note that the conclusion (8.17)) is somewhat like
“RED” = “SWEET” .

Therefore, this conclusion is peculiar to “fuzziness”.

/1]

Remark 8.15. [Syllogism does not hold in quantum system (cf. ref. [35] ) ]
Concerning EPR’s paper[I3], we shall add some remark as follows. Let A and B be particles

with the same masses m. Consider the situation described in the following figure:

A B
Figure 8.3: The case that “the velocity of A”= —“the velocity of B”

The position g4 (at time ty) of the particle A can be exactly measured, and moreover, the
velocity of vg (at time ty) of the particle B can be exactly measured. Thus, we may conclude

that

(A) the position and momentum (at time ty) of the particle A are respectively and exactly

equal to g4 and —muopg 7
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(As mentioned in Section 4.4.3, this is not in contradiction with Heisenberg’ uncertainty
principle).

However, we have the following question:
Is the conclusion (A) true?

Now we shall describe the above arguments in quantum system:
A quantum two particles system S is formulated in a tensor Hilbert space H = H; ® Hy =

L*(R,) ® L*(R,,) = L*(R? )). The state ug (€ H = Hy ® Hy = L2(R%q17q2))) ( or precisely,

(q1,92

pPo = |u0>(u0|>of the system S is assumed to be

1
2meo

uo(q1, q2) = e s (2 g ()’ (8.18)

where a positive number € is sufficiently small. For each k = 1,2, define the self-adjoint

operators Qy,: LQ(R%%Q?)) — LQ(R%%QQ)) and Py : LQ(R%ql,qg)) — LQ(R%QMH)) by
ho
— P = —_—
Q1 q1, 1 ; 36]1
ho
= Py=— 8.19
Q2 q2, 2 ; (9qQ ( )

(#1) Let O; = (R3, Bgs, F}) be the observable representation of the self-adjoint operator (Q; ®
Py)) x (I ® P,). And consider the measurement Mpg) (01 = (R?, Bgs, F1), Sfjug)uol])-
Assume that the measured value (1, pa, p2)(€ R3). That is,

(21, p2)

2
(the position of A;, the momentum of As) M5 (#)(01:5]p5])  the momentum of Az

(#2) Let Oy = (R?, Bgs, Fy) be the observable representation of (/& Py)x (Py®1). And consider
the measurement Mp(r)(O2 = (R?, Bgz, F5), Sjjug)(uo)))- Assume that the measured value

(pa, —p2)(€ R3). That is,

P2 — —D2

the momentum of Ag MB(H)(O%S[pO]) the momentum of A;
(#3) Therefore, by (#;) and (), “syllogism” may say that

—Pa ( that is, the momentum of A; is equal to —p2>

the momentum of A;

Hence, some assert that
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(B) The (A) is true
But, the above argument ( particularly, “syllogism”) is not true, thus,

The (A) is not true

That is because

(f4) (Q1®@ Po) x (I ® Py) and (I ® Py) x (P, ® I) ( Therefore, O; and Oy ) do not commute,
and thus, the simultaneous observable does not exist.

Thus, we can not test the (f3) experimentally.

Remark 8.16. After all, we think that EPR-paradox says the following two:
(Cq) syllogism does not necessarily hold in quantum systems,
(Cq) there is something faster than light.

We think that (C;) is not serious. Thus, we do not need to investigate how to understand the
fact (Cy). On the other hand, (Cs) is serious. Although we have to make efforts to understand
the “fact (Cy)”, this is the problem in physics (i.e., in () in Figure [I.1)). Recall that the spirit

of quantum language (i.e., in @ in Figure [L.1]) is

“Stop being bothered.”
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Mixed measurement theory (DBayesian
statistics)

Quantum language (= measurement theory ) is classified as follows.

{classical system : Fisher statistics
pure type

(#1)
(ﬂ) measurement theory
(=quantum language) { classical system : including Bayesian statistics, Kalman filter

quantum system : usual quantum mechanics

mixed type

L (#2)

In this chapter, we study mixed measurement theory, which includes Bayesian statistics.

quantum system : quantum decoherence

9.1 Mixed measurement theory(DOBayesian statistics)

9.1.1 Axiom 1 (mixed measurement)

In the previous chapters, we studied Axiom 1 (pure measurement: [§2.7)), that is,

|(pure) Axiom 1] [Axiom 2| |quantum linguistic interpretation|
’ pure measurement theory ‘ = ’ pure measurement ‘Jr Causality | + Linguistic interpretation
(=quantum language) (cf. [82.7) (¢f. §10.3) (cf. §31)
a kind of spells (a priori judgment) manual to use spells

(9.1)

In this chapter, we shall study “Axiom™) 1 (mixed measurement)” in mixed measurement

theory, that is,

|(mixed)AXiom(m) 1) [Axiom 2] |quantum linguistic interpretation|
’ mixed measurement theory ‘ = ’ mixed measurement ‘+’ Causality ‘Jr ’ Linguistic interpretation ‘
(=quantum language) (cf. [§9.1]) (cf. §10.3) (¢f. §31)
a kind of spells (a priori judgment) manual to use spells

(9.2)

209
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In the previous chapters, we mainly discussed pure measurements listed in Review 9.1,

especially W*-measurement (A;).

Review 9.1. [=Preparation 2.30].

(A1) W*-measurement I\/IX(O: (X, 3, F), SM), where O= (X, J, F) is a W*-observable in A,
and p(€ &7(A%)) is a pure state. Here, ”W*-measurement Mz (O, Sj,))” is also denoted
by

"measurement"’” MZ(O. S[p])” ,or “measurement MZ(O. S[p])” )

(As) C*-measurement My (O= (X, T, F), S;), where O= (X, F, F) is a C*-observable in A,
and p(€ GP(A*)) is a pure state. Here, ”C*-measurement My (O, Si,))” is also denoted
by

"measurement®” MA(O. S[p})” ,or “measurement My (O. S[p])” :

In this chapter, we introduce four “mixed measurements” as follows.

Preparation 9.2.

(B1) W*-mixed measurement Mz(O= (X, 7, F), Sj(wo)), where O= (X,F, F) is a W*-
observable in_ﬁ, and wy(€ & (A,)) is a W*-mixed state. Here, ”TW*-mixed measure-
ment Mz (O, Spj(wp))” is also denoted by

”W*-mixed measurement"” MZ(O. g[*}(wo))”, or

”mixed measurement Mz (0. S},j(wp))”

(Bs) C*-mixed measurement My (O= (X,F,F), Sy(po)), where O= (X,F,F) is a W*-
observable in A, and py(€ &™(A*)) is a C*-mixed state. Here, " C*-mixed measurement
Mz (O, Spy(po))” is also denoted by

” C*-mixed measurement”” Mz(O. Spy(po))”, or

”mixed measurement Mz (0. Sy(po))”
Although we mainly devote ourselves to the above two, we add the followings.

(Bs) W*-mixed measurement My(O= (X,F,F), Sj(wo)), where O= (X,F,F) is a C*-
observable in A, and wy(€ G (A,)) is a W*-mixed state. Here, ”TW*-mixed measure-
ment My (O, Spj(wo))” is also denoted by

?W*-mixed measurement® My (O. g[*} (wo))”, or

”mixed measurement My (0. Sp,(wo))”
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(Bs) C*-mixed measurement My (O= (X,5,F), Sy(po)), where O= (X,F,F) is a C*-
observable in A, and py(€ &™(A*)) is a C*-mixed state. Here, ”C*-mixed measurement
M4 (O, Spy(po))” is also denoted by
” C*-mixed measurement® M, (0. Sp(po))”, or

”mixed measurement My (0.5 (po))”

We now give Axiom™ 1 for mixed measurements. We will discuss (C) mainly, and (Cs)

when necessary.

~——— (©):Axiom 1 (mixed measurement) | —————

Let O= (X, T, F) be an observable in A

(C1): Let wy € &"(A,). The probability that a measured value obtained by W*-mixed
measurement Mz (0= (X, F, F), Sy (wp)) belongs to = (€ ) is given by

2. (w0, FE)z (= wo(F(E))

(Cy): Let pg € &™(A*). The probability that a measured value obtained by C*-mixed
measurement Mz (0= (X, 5, F), Syy(po)) belongs to = (€ F) is given by

w (o0, FENT (= p(F(E))
NG J

As we learned Axiom 1 by rote in pure measurement theory,

we have to learn Axiom™ 1 by rote, and exercise a lot of examples
The practices will be done in this chapter.
Remark 9.3. In the above Axiom™ 1, (C;) and (Cs) are not so different.
(t1) In the quantum case, (Cy)=(C,) clearly holds, since &™(Tr(H)) = & (Tr(H)) in (2.17).
(#2) In the classical case, we see

D)=/, wo(w)v(dw
L}rl(Q.I/)BUJO PO( ) fD 0( )( )

> po € M41(92)

Therefore, in this case, we consider that

MLOO(Q.V) (O:(X; 5t7 F); S[*] (wo)) = MLOO(Q_V) (O:(X, .rf, F)7 S[*] (po))
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Hence, (C;) and (Cs) are not so different. In oder to avoid the confusion, we use the following

notation:

Wstate wy (€ & (A,) is written by Roman alphabet (e.g., wg, w, v, ...)
C*-state py (€ 6™ (A*) is written by Greek alphabet (e.g., po, p, -..)

/1]



KSTS/RR-16/001
January 8, 2016

9.2 Simple examples in mixed measurement theory 213
9.2 Simple examples in mixed measurement theory
Recall the following wise sayings:

experience is the best teacher, or custom makes all things

Thus, we exercise the following problem.

Review 9.4. [Answer 5.7/ to Problem 5.2 by Fisher's maximum likelihood method]
You do not know the urn behind the curtain. Assume that you pick up a white ball from the
urn. Which urn do you think is more likely, U; or Uy ?

1/1.—\./4)1 7
v
7
f
]
7 f {
7 ' \
ya 7 \
ya I N\
7 N\
l’ ‘\
ya T \
<=
~
IS
—— T
OOOO. N\ 7
S 7
S 7
NS 7
NS 7
NS 7
N =

Figure 9.1 (= [Figure 5.6; ): Pure measurement (Fisher’s maximum likelihood method)

Answer Consider the state space 2 = {w;,ws} with the discrete topology and the measure

v such that

v{w}) =1, v({we}) =1 (9.3)

In the classical basic structure [Co(2) C L>®(Q,v) C B(L*(2,v))], consider the measurement
M) (0= ({W, B}, 2tW-B} Fy ), Si), where the observable Owp = ({W, B},2W-B} Fy p)
in L>(2) is defined by

[Fws({W})](w1) = 0.8, [Fws({B})](w1) = 0.2
[Ewp({W})](w2) = 0.4, [Fws({B})](w2) = 0.6. (9-4)

Here, we see:

max{[Fyp({W}H)](w1), [Fws({W})](w2)}
= max{0.8,0.4} = 0.8 = Fyp({W})](w)).

Then, Fisher’s maximum likelihood method (Theorem [5.6) says that

[*} = W1.
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Therefore, there is a reason to infer that the urn behind the curtain is Uy . O

Thus, we exercise the following problem.

Problem 9.5. [mixed measurement M (q,)(0 = (X,JF, F), Syy(w))]

100(1-p)%

Figure 9.2: Mixed measurement (Urn problem)
(#1) Assume an unfair coin-tossing (7,,1-,) such that (0 < p < 1): That is,

the possibility that “head” appears is 100p%
the possibility that “tail” appears is 100(1 — p)%

If “head” [resp. “tail”] appears, put an urn U;(~w1) [resp. Us(/ws2)] behind the curtain.
Assume that you do not know which urn is behind the curtain, U; or Us). The unknown
urn is denoted by [*](€ {wy,wa}).

This situation is represented by w € L% (Q,v) (with the counting measure v), that is,

| (fw=uw)
w(w){ 1—p (fw=wy)

(#2) Consider the “measurement” such that a ball is picked out from the unknown urn. This
“measurement” is denoted by My (q,)(0, Sij(w)), and called a mixed measurement.

Then, we have the following problems:

(a) Calculate the probability that a white ball is picked from the unknown urn behind the
curtain !

And further,

(b) when a white ball is picked, calculate the probability that the unknown urn behind the
curtain is U; !

We would like to remark

e the term ”subjective probability” is not used in the above problem.
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Answer: Assume that the state spacef2 = {w;,ws} is defined by the discrete metric with the
following measure v:

v({w}) =1, v({w}) =1 (9.5)
Thus, we start from the classical basic structure:
Co(Q) € L¥(Q,) € BILAQ )], (9.6)

in which we consider the mixed measurement Mo (0= ({W, B}, 2W:B} F) S (w)). Here,
the observable Oy g = ({W, B}, 2IW:B} Fyy5) in L>®(Q) is defined by

[Fws({W})](w1) = 0.8, [Fws({B})](w1) = 0.2
[Fws({W})](wz) = 0.4, [Fws({B})](w2) = 0.6. (9.7)

Also, the mixed state wy € L (2, v) is defined by
wo(w1) = p, wo(ws) =1 —p. (9.8)
Then, by Axiom™ 1, we see
(a): the probability that a measured value z (€ {W, B}) is obtained by M) (O= ({W, B},
2iW:B}  F), Spy(w)) is given by
P({e}) = s (10, F{aD) iy = [ [FUI@) - wn(e)(d)
= plF({zD)l(wr) + (1 = p)[F({z})](w2)

| 0.8p+04(1—p) (when z=W) (9.9)
1 02p+0.6(1 —p) (when x = B) '
The question (b) will be answered in Answer [9.13] O
ANote 9.1. The following question is natural. That is,
(#1) In the above (i), why is “the possibility that [*] = w; is 100p% ---” replaced by “the

probability that [*] = w is 100p% ---7 ?
However, the linguistic interpretation says that
(#2) there is no probability without measurements.

This is the reason why the term “probability” is not used in (i). However, from the practical
point of view, we are not sensitive to the difference between “probability” and “possibility”.
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Example 9.6. [Mixed spin measurement Mpc2)(0O = (X = {1,1},2%, F#), S;,(w))]  Consider
the quantum basic structure:

[B(C*) € B(C?) € B(C?)]

And consider a particle P; with spin state p; = |a){a| € &?(B(C?)), where
o= [ e e (ol = art+aay = 1
And consider another particle P, with spin state py = [b)(b| € &?(B(C?)), where

b= {gj < CQ ( Hb“ = (’51’2 + ‘ﬂ2‘2>1/2 _ 1)

Here, assume that

“ e “ e a particle P, | . . D
e the “probability” that the “particle” P is { a particle P, } is given by { 1—p

That is,

state p; | ————— | unknown state [¥] | «———— |state py
“probability” p “probability” 1—p

(Particle Py) (Particle P) (Particle P»)

Here, the unknown state [*] of Particle P is represented by the mixed statew (€ &™(Tr(C?)))
such that

w = pp1+ (1 = p)p2 = pla){al + (1 — p)[b)(b|

Therefore, we have the mixed measurement Mpc2) (0, = (X, 2%, F?), Si,y(w)) of the z-axis
spin observable O, = (X, F, F'*), where

Fam =y o Fan=g 1]

And we say that

(a) the probability that a measured value { I

Mp(c2) (0, = (X, 2%, F?), Siy(w)) is given by

} is obtained by the mixed measurement

reien) (10, P ) mieny = plaal? + (1 = p) |
rees) (w0, F2({4D) ) nes) = plaal® + (1 = p) P2

Remark 9.7. As seen in the above, we say that
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(a) Pure measurement theory is fundamental. Adding the concept of “mixed state”, we can
construct mixed measurement theory as follows.

’ mixed measurement theory ‘ = ’ pure measurement theory ‘—l— mixed state
Moo () (O, Spy(w)) Mo () (0, S4g) v

Therefore,

There is no mixed measurement without pure
measurement

That is, in quantum language, there is no confrontation between “frequency probability” and
“subjective probability”. The reason that a coin-tossing is used in Problem is to emphasize
that the naming of “subjective probability” is improper.
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9.3 St. Petersburg two envelope problem
This section is extracted from the following:

Ref. [40]: S. Ishikawa; The two envelopes paradox in non-Bayesian and Bayesian statistics
(arXiv:1408.4916v4 [stat.OT| 2014 )

Now, we shall review the St. Petersburg two envelope problem (cf. [9]V).

Problem 9.8. [The St. Petersburg two envelope problem] The host presents you with a choice
between two envelopes (i.e., Envelope A and Envelope B). You are told that each of them
contains an amount determined by the following procedure, performed separately for each
envelope:

() a coin was flipped until it came up heads, and if it came up heads on the k-th trial, 2¥
is put into the envelope. This procedure is performed separately for each envelope.

You choose randomly (by a fair coin toss) one envelope. For example, assume that the envelope
is Envelope A. And therefore, the host get Envelope B. You find 2" dollars in the envelope
A. Now you are offered the options of keeping A (=your envelope) or switching to B (= host’s
envelope ). What should you do?

Envelope A Envelope B

Figure 9.2: Two envelope problem

[(P2):Why is it paradoxical?].
You reason that, before opening the envelopes A and B, the expected values F(z) and E(y)
in A and B is infinite respectively. That is because

1 1 5 1
For any 2™, if you knew that A contained x = 2™ dollars, then the expected value E(y) in B
would still be infinite. Therefore, you should switch to B. But this seems clearly wrong, as your
information about A and B is symmetrical. This is the famous St. Petersburg two-envelope
paradox (i.e., “The Other Person’s Envelope is Always Greener” ).

1 D.J. Chalmers, “The St. Petersburg Two-Envelope Paradox,” Analysis, Vol.62, 155-157, (2002)


http://arxiv.org/abs/1408.4916

KSTS/RR-16/001
January 8, 2016

9.3 St. Petersburg two envelope problem 219

9.3.1 (P2): St. Petersburg two envelope problem: classical mixed
measurement
Define the state space Q such that Q = {w = 2% | k = 1,2,---}, with the discrete metric

and the counting measure v. And define the exact observable O = (X, JF, F') in L*>(£, v) such
that

X=0Q F=2={=|=2CX}
[F(E)](w):XE(w)E{é §Z§§§ (VE € F.Vw € Q)

Define the mixed state w (€ L},(Q,v), i.e., the probability density function on Q) such that
wo(w) =277 (Vw=2"€ Q).

Consider the mixed measurement My« (q,) (0 = (X, F, F), Sp(wp)). Axiom™ 1(Cy) [(§9.1)
says that

(A) the probability that a measured value 2* is obtained by Mz« () (O = (X, F, F), Sp(wp))
is given by 27

Therefore, the expectation of the measured value is calculated as follows.

E:i2k-2_k:oo
k=1

Note that you knew that A contained x = 2™ dollars (and thus, £ = oo > 2™). There is a
reason to consider that the switching to B is an advantage.

Remark 9.9. After you get a measured value 2 from the envelope A, you can guess (also see
Bayes theorem later) that the probability density function wy changes to the new w; such that
w1 (2™) = 1,w;(2%) = 0(k # m). Thus, now your information about A : w; and B : wy is not
symmetrical. Hence, in this case, it is true: “The Other Person’s envelope is Always Greener”.

ANote 9.2. There are various criterions except the expectaion. For example, consider the criterion
such that

« .1 . . . . ” 1
(#) “the probability that the switching is disadvantageous” < 3
Under this criterion, it is reasonable to judge that

m=1 —> switching to B
m=2,3,... = keeping A
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9.4 Bayesian statistics is to use Bayes theorem

Although there may be several opinions for the question “What is Bayesian statistics?”, we
think that

Bayesian statistics is to use Bayes theorem

Thus,

let us start from Bayes theorem.

The following is clear.

Theorem 9.10. [The conditional probability]. Consider the mixed measurement Mz (0= (X x
YV, 5 G, H), Siy(w)), which is formulated in the basic structure

[ACAC B(H)]

Assume that a measured value (z,y) (€ X xY) is obtained by the mixed measurementMz(O=
(X xY,FXG, H), Spy(w)) belongs to Zx Y (€ F). Then, the probability that y € I is given
by
a,(w, H(=E X T))7
A (w, H=EXY))z

(VI € G)

Proof. This is due to the property (or, common sense) of conditional probability. O]

In the classical case, this is rewritten as follows.

Theorem 9.11. [Bayes' Theorem (in classical mixed measurement)]. Consider the simultaneous
measurement Mz (0= (X x Y, F X G, F x G), S},j(wp)) formulated in the classical basic struc-
ture [Co(Q) C L>®(Q,v) C B(L*(Q2,v))]. Here the observable Op=(X x V,FX G, F x G) is
defined by the simultaneous observable of the two observables O1=(X, ¥, F)) and O,=(Y, G, G).
That is,

(FxG)ExT)=FE)-GI) (VE€FVeg). (9.10)

Assume that

(a) a measured value (z,y) (€ X x V) obtained by the mixed measurement M (q)(O12=
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(X xY, TG, F x G), Spy(wp)) belongs to = x Y (where, Z € 7).
Then, the probability such that "y € I'” is given by
@) (wo, H(Z X T)) oo ( _ JlFE)w) - [GI)](w) 'wO(w)V(dw)> (9.11)
@) (wo, H(Z X Y)) 1o () JolF(E)(w) - wo(w)v(dw)
Here, putting
_ [FE)](w)-wo(w)
(b) Waew(W) = TG @ wotw@ (T € ).
we see:
(9.23) = /[G(F)](w)wnew(w)y(dw) (VI € 9). (9.12)
Q

Remark 9.12. [How to understand Bayes' Theorem| Bayes’ theorem [0.11] is usually read as
follows.

(b') If a measured value = (€ X) obtained by the mixed measurement M=) (0= (X, F, F),
S[*](wo)) belongs to = (€ F), then, the following state collapse happens:

[Wo] ——2 [Wnew]

pre-state ~  post-state

The above (d) superficially contradicts the linguistic interpretation, which says
A state never moves.

In this sense, the above (b) or (b’) (i.e., Bayes’ theorem) is convenient and makeshift.

Answer 9.13. [Bayes' Theorem (=Problem [9.5/ and the answer to (c3)) |

Assume that the state space Q0 = {wy,ws} is defined by the discrete metric with the following
measure v:

v({w}) =1, v({ws}) = 1. (9.13)
Thus, we start from the classical basic structure:
1Co(©) € L¥(2v) € BILA(Q )], (9.14)

in which we consider the mixed measurement My (0= ({W, B}, 2W:B} F) S (w)). Here,
the observable Oy g = ({W, B}, 2IW:B} Fyy5) in L®(Q) is defined by

[Fws({W})]|(w1) = 0.8, [Fwp({B})](wi) = 0.2,
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[Fws({W})](w2) = 0.4, [Fws({B})](w2) = 0.6. (9.15)
Also, the mixed state wy € L (Q,v) is defined by
wo(w1) = p, wo(ws) =1 —p. (9.16)

Then, by Axiom™ 1, we see

(a): the probability that a measured value x (€ {W, B}) is obtained by My« q)(0O= ({W, B},
2W.B}  F), Spy(w)) is given by

P({z}) = e (wo, F({z})) - A[F({x})](w)-wo(w)V(dw)

= plF({z})](wi) + (1 —P)[ {z})](w2)
0.8p+0.4(1 —p) (when z=W)
{02p+06 p) (when z = B)

(9.17)

[ W*-algebraic answer to Problem [9.5(c) in Sec. 9.1.2]
Since “white ball” is obtained by a mixed measurement My (q)(O, Sij(wo)), a new mixed state
Wyew (€ L1 () is given by

0.8p (when w = wy)
Whew (W) = [F({WP](w)wo(w) B 0.8p+0.2(1 — p)
- JolFEWH](@)wo(w)r(dw) 0.2(1 — p)

0.8p+ 0.2(1 —p) (when w = w)

[ C*-algebraic answer to Problem 9.5/ (c2) in Sec. 9.1.2]
Since “white ball” is obtained by a mixed measurement Mz (O, Su(po)), a new mixed state
Prew (€ M 1(02)) is given by

Drow = F{W}H)po _ 0.8p N 0.2(1 — p)
e = TR (@)po(dw) — 0.8p+ 021 —p) ™ T 08p+02(1— p)
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9.5 Two envelope problem (Bayes’ method)
This section is extracted from the following:

ref. [46): S. Ishikawa; The two envelopes paradox in non-Bayesian and Bayesian statistics — (
arXiv:1408.4916v4 [stat.OT] 2014 )

Problem 9.14. [ (=Probleml5.16): the two envelope problem |

The host presents you with a choice between two envelopes (i.e., Envelope A and Envelope
B). You know one envelope contains twice as much money as the other, but you do not know
which contains more. That is, Envelope A [resp. Envelope B| contains V; dollars [resp. V5
dollars|. You know that

(a) w=1/20r, =2

Define the exchanging map @ : {Vi, Vo} — {Vi, Va} by

W (i =1,)

You choose randomly (by a fair coin toss) one envelope, and you get z; dollars (i.e., if you
choose Envelope A [resp. Envelope B, you get Vi dollars [resp. V5 dollars] ). And the host
gets T1 dollars. Thus, you can infer that ; = 2x; or T; = x1/2. Now the host says “You are
offered the options of keeping your x; or switching to my z;”. What should you do?

Envelope A Envelope B

Figure 9.4: Two envelope problem

[(P1):Why is it paradoxical?]. You get ae = x1. Then, you reason that, with probability 1/2,
71 is equal to either /2 or 2« dollars. Thus the expected value (denoted E i} e (v) at this
moment) of the other envelope is

Eother(@) = (1/2)(/2) + (1/2)(2a) = 1.25a (9.18)

This is greater than the a in your current envelope A. Therefore, you should switch to B.
But this seems clearly wrong, as your information about A and B is symmetrical. This is the
famous two-envelope paradox (i.e., “The Other Person’s Envelope is Always Greener” ).
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9.5.1 (P1): Bayesian approach to the two envelope problem
Consider the state space €2 such that
Q=R (={weR|w>0})
with Lebesgue measure v. Thus, we start from the classical basic structure
[Co(Q) € L¥(Q,v) € B(L*(Q,v))]
Also, putting Q = {(w,2w) | w € R}, we consider the identification:

Q5w — (w,2w) € O (9.19)
(identification)

Further, define V; : Q(=R,) = X(=R,) and V5 : Q(= R,) — X (= R,) such that
N(w) =w, V(w)=2w (Vw € Q)

And define the observable O = (X (= R, ),J(= Bg, : the Borel field), F) in L>(Q,v) such
that

1 (fweZ, 2wesx)
— 1/2 (fwe=, 2w¢g= —
F()(w) = 1?2 E S ; E% (Vo € O, VE € F)
0 (ifwé=z 2w¢iE)
X(= @Jr)
¢
(5.0)  (0.20) - Q=R

Figure 9.5: Two envelope problem

Recalling the identification : {3 (w,2w) +— w € Q = R, assume that
po(D) = / wo(w)dw (YD € By = By )
D

where the probability density function wy : Q(~ R,) — R is assumed to be continuous positive
function. That is, the mixed state po(€ M, (2(= R, ))) has the probability density function
wo.

Axiom™ 1/(§9.1)| says that
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that a measured value obtained by the mixed

&, ) is given by

(A1) The probability P(Z) (£ €
- [] (po)) belongs to =Z(€ Bx = BR+

measurement My 4. (O

n

),

[F(2))(w)poldw) = / (F(2)](w)w(w)dw

wo(x/2) n wo2($) dv (V2 € BEJ (9.20)

Therefore, the expectation is given by

/]R+ 2P(dz) = %/OOO z- (wo(g;/z)/z + wo(x))dx = g/ﬂh pwo(z)dz

Further, Theorem [9.11] ( Bayes’ theorem ) says that

(A2) When a measured value « is obtained by the mixed measurement My (g 4.)(0 = (X, J, F),

S(po)), then the post-state ppost(€ Mi1(£2)) is given by

wo(;/Q) wo(@)

,Oa t ™ o 52704) N (9.21)
pos h( 2/2) +'LUO(C¥) 2 0(e/2) +/IUO(O{)

5((1,204)

2

@) a— g o .
}, then you change { o 90 }, and thus you get the switching gain

Therefore, the expectation of the switching gain is calculated as follows:

wo(a/2)
@ 2 wo(a)
/R+ <(_§) 200/ |y, () + O‘wo(;/z) +w0(&)>P(da)
:/R (—%)—w‘)(Z/Q) +a- —woéa) do =0 (9.22)

Therefore, we see that the swapping is even, i.e., no advantage and no disadvantage.
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9.6 Monty Hall problem (The Bayesian approach)

9.6.1 The review of Problem5.14] ( Monty Hall problem in pure
measurement)

Problem 9.15. [Monty Hall problem (The answer to Fisher’s maximum likelihood
method) |

You are on a game show and you are given the choice of three doors. Behind one door
is a car, and behind the other two are goats. You choose, say, door 1, and the host, who
knows where the car is, opens another door, behind which is a goat. For example, the

host says that
(b) the door 3 has a goat.

And further, He now gives you the choice of sticking with door 1 or switching to door

2?7 What should you do?

|
|
door door door J @ |
No. 1 No. 2 No. 3 |

Figure 9.6: Monty Hall problem

Answer: Put = {w,ws, w3} with the discrete topology dp and the counting measure v.

Thus consider the classical basic structure:
(Col(9) € L¥(9,v) € B(LA(Q, )
Assume that each state J,,, (€ &P(Cp(£2)*)) means
dw,, < the state that the car is behind the door 1 (m = 1,2, 3)

Define the observable O; = ({1,2,3},2{423} F}) in L>=() such that

[F({1D)](wr) = 0.0, [F({2})](w) = 0.5, [F({3})](w1) = 0.5,
[FL({1))(w2) = 0.0, [F({2})](w2) = 0.0,  [FA({3})](w2) = 1.0,
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[Fi({1D)](ws) = 0.0, [FA({2D)](ws) = 1.0,  [F({3})](ws) = 0.0, (9.23)

where it is also possible to assume that Fi({2})(w1) = a, Fi({3})(w1) =1 —a (0 < a < 1).
The fact that you say “the door 17 means that we have a measurement M LOO(Q)(OI, S[*]). Here,

we assume that

a) “a measured value 1 is obtained by the measurement My (q)(O1, Si)”

& The host says “Door 1 has a goat”

b) “measured value 2 is obtained by the measurement Mze () (O, Sp) ”

& The host says “Door 2 has a goat”

c) “measured value 3 is obtained by the measurement Mz (O1, Sp) ”

& The host says “Door 3 has a goat”

Since the host said “Door 3 has a goat] this implies that you get the measured value “3” by the
measurement Myeqy(O1, Sp). Therefore, Theorem [5.6/ (Fisher’s maximum likelihood method)

says that you should pick door number 2. That is because we see that

max{[F1({3})](w1), [FL({3})](w2), [F1({3})](ws)} = max{0.5, 1.0, 0.0}
= 1.0 = [F({3})](w2)

and thus, there is a reason to infer that [x] = §,,. Thus, you should switch to door 2. This is

the first answer to Monty-Hall problem. O]

9.6.2 Monty Hall problem in mixed measurement

Next, let us study Monty Hall problem in mixed measurement theory (particularly, Bayesian

statistics).

Problem 9.16. [Monty Hall problem(The answer by Bayes’ method) ]

Suppose you are on a game show, and you are given the choice of three doors (i.e.,
“number 17 ‘“number 27 “number 37). Behind one door is a car, behind the others,
goats. You pick a door, say number 1. Then, the host, who set a car behind a certain
door, says

(£1) the car was set behind the door decided by the cast of the distorted dice. That is,
the host set the car behind the k-th door (i.e., “number k”) with probability py (or,
weight such that p; +py +ps =1, 0 < pi,pa,p3 < 1).

And further, the host says, for example,
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(b) the door 3 has a goat.

He says to you, “Do you want to pick door number 27”7 Is it to your advantage to switch
your choice of doors?

Answer: In the same way as we did in Problem O.15] (Monty Hall problem:the answer by
Fisher’s maximum likelihood method), consider the state space @ = {w;,wq,ws} with the
discrete metric dp and the observable O;. Under the hypothesis (f;), define the mixed state vy
(€ M;1(92)) such that

Vy = pléwl + p25w2 + p35w3

namely,

w{wi}) =p1, w({w}) =p2, w({ws}) = ps
Thus we have a mixed measurement M) (O1, Siy(10)). Note that

a) “measured value 1 is obtained by the mixed measurement M) (O1, Su(10))”

& the host says “Door 1 has a goat”

b) “measured value 2 is obtained by the mixed measurement My q)y(O1, Spy(10))”

<> the host says “Door 2 has a goat”

c) “measured value 3 is obtained by the mixed measurement My (q)(O1, Sp(v0))”

&> the host says “Door 3 has a goat”

Here, assume that, by the mixed measurement Mo (01, S (1)), you obtain a measured
value 3, which corresponds to the fact that the host said “Door 3 has a goat” Then, Theorem
9.11] (Bayes’ theorem) says that the posterior state vpost (€ M41(€2)) is given by

Fi({3}) x 1

et T e, R(BY)Y

That is,
5 D2
Vpost (W = : y Vpost (W = »  Vpost (W = 0.
() = e () = g il

Particularly, we see that

(f2) if p1 = pa = p3 = 1/3, then it holds that vpest({w1}) = 1/3, vpest({w2}) = 2/3,
Vpost {ws}) = 0, and thus, you should pick Door 2.
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A Note 9.3. It is not natural to assume the rule (4;) in Problem[9.T6. That is because the host may
intentionally set the car behind a certain door. Thus we think that Problem [9.16lis temporary.

For our formal assertion, see Problem [9.17] latter.
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9.7 Monty Hall problem (The principle of equal weight)

9.7.1 The principle of equal weight— The most famous unsolved
problem

Let us reconsider Monty Hall problem (Problem 014, Problem@.15)) in what follows. We

think that the following is one of the most reasonable answers (also, see Problem [19.5).

Problem 9.17. [Monty Hall problem (The principle of equal weight) |

Suppose you are on a game show, and you are given the choice of three doors (i.e.,
“number 1] “number 27 “number 37). Behind one door is a car, behind the others,
goats.

(£2) You choose a door by the cast of the fair dice, i.e., with probability 1/3.

According to the rule (f), you pick a door, say number 1, and the host, who knows
where the car is, opens another door, behind which is a goat. For example, the host
says that

(b) the door 3 has a goat.

He says to you, “Do you want to pick door number 27”7 Is it to your advantage to switch
your choice of doors?

Answer: By the same way of Problem(0.15] and Problem9.16 (Monty Hall problem), define
the state space Q@ = {wi,ws, w3} and the observable O = (X,F, F). And the observable
O = (X, T, F) is defined by the formula (9.23). The map ¢ : Q — Q is defined by

P(wr) = w2, P(w2) = w3, @(ws) =w1

we get a causal operator ® : L>(Q) — L>®(Q) by [®(f)](w) = f(d(w)) (Vf € L>®(Q), Yw € Q).
Assume that a car is behind the door k£ (k = 1,2,3). Then, we say that

1,2 ML"O(Q)(OaS[UJk])
(a) By the dice-throwing, youget | 3,4 | ,then, take a measurement | Mo ) (PO, S,))
576 MLoo(Q)((I)QO,S[wk])

We, by the argument in Chapter 11 (¢f. the formula (TT.7))%, see the following identifications:
M o< (@) (20, Sp)) = Mioe(0) (0, Si(en)s Mroe(@) (920, Spuy)) = Mie(0)(0, Sigzup)):

Thus, the above (a) is equal to

2Thus, from the pure theoretical point of view, this problem should be discussed after Chapter 11
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1,2 Mo (9)(O, Siwy))
(b) By the dice-throwing, you get | 3,4 | then, take a measurement | Mp(0)(O, Sip(ws))
5,6 Mo () (O, Sig2 ()

Here, note that 3(dw, + 0pwy) + 062(wy)) = (0w, + 0wy + 0uy) (VE = 1,2,3). Thus, this (b) is

identified with the mixed measurement Mye(q)(O, Sj(ve)) , where
1
Ve = §(5w1 + 0w, + (50-)3)

Therefore, Problem [9.17is the same as Problem [9.16. Hence, you should choose the door 2. [

#Note 9.4. The above argument is easy. That is, since you have no information, we choose the
door by a fair dice throwing. In this sense, the principle of equal weight — unless we have
sufficient reason to regard one possible case as more probable than another, we treat them as
equally probable — is clear in measurement theory. However, it should be noted that the above
argument is based on dualism.

From the above argument, we have the following theorem.

Theorem 9.18. [The principle of equal weight] Consider a finite state space (2, that is,
Q ={wy,ws,...,wy}. Let O = (X, F, F) be an observable in L>(2, ), where v is the counting
measure. Consider a measurement My (q)(O, Sy). If the observer has no information for the

state [*], there is a reason to that this measurement is identified with the mixed measurement
Moo (@) (O, St (we)) ( or, Mo (0) (0, Sp(ve)) ), where

1
we(wy) =1/n Vk=1,2,...,n) or Ve = — Zéwk

Proof. The proof is a easy consequence of the above Monty Hall problem (or, see [29,[32]). O

#Note 9.5. Concerning the principle of equal weight, we deal the following three kinds:

(#1) the principle of equal weight in Remark [5.19
(#2) the principle of equal weight in Theorem [9.18
(#3) the principle of equal weight in Proclaim [19.4
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9.8 Averaging information ( Entropy )

As one of applications (of Bayes theorem), we now study the “entropy (cf. [69])” of the
measurement. This section is due to the following refs.

(#) Ref. [26]: S. Ishikawa, A Quantum Mechanical Approach to Fuzzy Theory, Fuzzy Sets
and Systems, Vol. 90, No. 3, 277-306, 1997, doi: 10.1016/50165-0114(96)00114-5

(#) Ref. [29]: [S. Ishikawa, “Mathematical Foundations of Measurement Theory,” Keio Uni-
versity Press Inc. 2006.

Let us begin with the following definition.

Definition 9.19. [Entropy (cf. [26,29]) ] Assume
Classical basic structure [Co(Q) C L=(Q,v) C B(L*(Q,v))]

Consider a mixed measurement Mz q,) (O = (X,2%, F), Sij(wp)) with a countable measured
value space X = {1, xs,...}. The probability P({z,}) that a measured value z,, is obtained
by the mixed measurement M) (O, Sy (wo)) is given by

P({,}) = / F({a})] (@) un(w)r(dw) (9.24)

Further, when a measured value z,, is obtained, the information I({x,}) is, from Bayes’ theorem
0.111 is calculated as follows.

) {2 w) F({r.)))()
)= | TIF e @wo(w@)r (@) & T FCenh)](w)wo(w)s (de)

Therefore, the averaging information H (M o) (0, Spy (wo))) of the mixed measurement Mz q)

(O, Spj(wo)) is naturally defined by

wo(w)v(dw)

log

H My () (0, S (wo)) ZP {zn}) - I({xn}) (9.25)

Also, the following is clear:

H (M) (0, S (o)) Z e gl (Pl (v

- ZP({xn})log P({xn}) (9.26)


http://dx.doi.org/10.1016/S0165-0114(96)00114-5
http://www.keio-up.co.jp/kup/mfomt/
http://www.keio-up.co.jp/kup/mfomt/
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Example 9.20. [The offender is man or female? fast or slow?]  Assume that
(a) There are 100 suspected persons such as {s1, sg, ..., S100}, in which there is one criminal.
Define the state space Q = {wy,ws, ..., w00} such that
statew, - - - the state such that suspect s, is a criminal (n=1,2,...,100)

Assume the counting measure v such that v({wy}) = 1(Vk = 1,2,---,100) Define a male-
observable O, = (X = {ym, nm}, 2%, M) in L>=(Q) by

( ):{ 0 (nis odd)

1 (nis even)

[M ({1 })](wn) = M, (wn) = 1= [M({ym})](wn)
For example,

Taking a measurement My (q)(Om, Sp,,]) — the sex of the criminal s17 —, we get the

measured value n,(=female).

Also, define the fast-observable Oy = (Y = {y;, n¢},2Y, F) in L>=(2) by

n—1

[F{ye)lwn) = fulwn) = =55
[F({ns)l(wn) = foe(wn) =1 = [F({y})](wn)

According to the principle of equal weight (=Theorem [9.18 ), there is a reason to consider
that a mixed state wy (€ L}(Q)) is equal to the state w, such that wo(w,) = we(w,) = 1/100
(Vn). Thus, consider two mixed measurement Mze(q)(Om, Spj(we)) and My (q)(Os, Spy(we)).

Then, we see:
H (Moo ()(Onm, Spy(we))) = /mym(w)we(w)y(dw)-log/mem(w)we(w)V(dw)

—/Qm{nm}(w)we(w)y(dw)-log/Qmmn(w)we(w)l/(dw)
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= —%log% — %log% =log,2 =1 (bit)".
Also,
H My (Or, Sy () = / Fyr (@) Tog fy ()t () (deo)
+ [ fa)log fu@ulde) = [ fu@pplda) o [ f e lo(do)
Q Q Q
= [ fuulda) og [ fullu@ldo)
[9] Q
1 1

#2/ Alog, AdA + 1 = — +1=0.278-- (bit)
0

2log, 2

e
Therefore, as eyewitness information, “male or female” has more valuable than “fast or

slow”.
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9.9 Fisher statistics:Monty Hall problem [three prison-
ers problem]

This section is extracted from the following:

Ref. [45]: S. Ishikawa; The Final Solutions of Monty Hall Problem and Three Prisoners
Problem  (jarXiv:1408.0963v1 [stat.OT] 2014 )

It is usually said that

Monty Hall problem and three prisoners problem are

so-called isomorphism problem

But, we think that the meaning of “isomorphism problem” is not clarified, or, it is not able to
be clarified without measurement (or, the dualism).

Therefore, in order to understand “isomorphism”, we simultaneously discuss the two

. Monty Hall problem
three prisoners problem

9.9.1 Fisher statistics: Monty Hall problem [resp. three prisoners
problem]

Problem 9.21. (=Problem9.15; [Monty Hall problem]).

Suppose you are on a game show, and you are given the choice of three doors (i.e., “Door
Ay “Door Ay) “Door Ag”). Behind one door is a car, behind the others, goats. You do

not know what’s behind the doors

However, you pick a door, say “Door A;”, and the host, who knows what’s behind the

doors, opens another door, say “Door Aj) which has a goat.

He says to you, “Do you want to pick Door A5?” Is it to your advantage to switch your

choice of doors?



http://arxiv-web3.library.cornell.edu/abs/1408.0963
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Prob

lem 9.22. [three prisoners problem].

Three prisoners, A;, Ay, and A3 were in jail. They knew that one of them was to be set
free and the other two were to be executed. They did not know who was the one to be
spared, but the emperor did know. A; said to the emperor, “I already know that at least
one the other two prisoners will be executed, so if you tell me the name of one who will
be executed, you won’t have given me any information about my own execution”. After

some thinking, the emperor said, “A3 will be executed.” Thereupon A; felt happier

1 1
Num{Ar A A3 O S(eNum{ AL Al

Aq’s happiness may or may not be reasonable?

because his chance had increased from 3 . This prisoner

“ Az will be executigd’

>
T

(Emperor)

N —

L
=C \ >

=C 1)

l—’\f/\/
L
—C \ >

9.9.2

The answer in Fisher statistics: Monty Hall problem [resp.
three prisoners problem)]

Let rewrite the spirit of dualism (Descartes figure) as follows.

observer system
(I(=mind)) (matter)
[ 1 ! [ B
[measured value][ObServab cl [state]
(@interfere |

<
<

®perceive a reactio

- — — -

| |
| I
| |
| |
| |
I I

Descartes Figure 9.7: The image of “measurement(=@-+®))” in dualism
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In the dualism, we have the confrontation
44 2
observer<—system

as follows.

Table 9.1: Correspondence: observer - system

| Problems\ dualism || Mind(=I=Observer) | Matter(=System) |
Monty Hall problem you Three doors

Three prisoners problem Prisoner A; Emperor’s mind

Problem [9.21] (Monty-Hall problem)
Problem [9.22] (Three prisoners problem)
in classical pure measurement theory. The two will be simultaneously solved as follows. The

In what follows, we present the first answer to

spirit of dualism (in Figure 9.7) urges us to declare that

@ |

Put Q = {w;, ws,ws} with the discrete topology. Assume that each state ¢, (€ &(C(Q)*))

means

“observer
“observer

QN

you” and “system = three doors” in Problem [9.21
prisoner A;” and “system = emperor’s mind” in Problem [9.22

dw,, < the state that the car is behind the door A,
0w, < the state that the prisoner A4,, is will be executed

(m=1,2,3) (9.27)

Define the observable O; = ({1,2,3},2{123} [) in L>(Q) such that

[Fi({1h)](ws) = 0.0, [Fi({2H)](ws) = 1.0, [F1({3})](ws) = 0.0, (9.28)

where it is also possible to assume that F;({2})(w1) = o, Fi({3})(w1) =1 —a (0 < a < 1).

Thus we have a measurement M LOO(Q)(O]_, S[*}), which should be regarded as the measurement
“Door A,”

L cal . fth L you say 1 '

theoretical representation of the measurement that “Prisoner A, asks to the emperor

Here, we assume that

a) “measured value 1 is obtained by the measurement Mpyec(q)(O1, S)”
[ the host says “Door A; has a goat” |

54 . .
| the emperor says “Prisoner A; will be executed”

b) “measured value 2 is obtained by the measurement Mpec(q)(O1, Sp) ”
[ the host says “Door A, has a goat” |

54 . .
| the emperor says “Prisoner A, will be executed”
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c) “measured value 3 is obtained by the measurement Mo (01, Sp) ”
the host says “Door Az has a goat”
the emperor says “Prisoner Az will be executed”

Recall that the host said “Door 3 has a goat”
the emperor said “Prisoner Az will be executed”
you

This implies that Prisoner A,

} get the measured value “3” by the measurement M LOO(Q)(Ol,
Si)- Note that

[F1({3})](we) = 1.0 = max{0.5, 1.0, 0.0}

= max{[F1({3})](w1), [F1({3})](w2), [F1({3})](ws)}, (9.29)

Therefore, Theorem (Fisher’s maximum likelihood method) says that

(By) In Problem (Monty-Hall problem), there is a reason to infer that [*] = d,,. Thus,
you should switch to Door As.

(By) In Problem (Three prisoners problem), there is a reason to infer that [*] = d,.
However, there is no reasonable answer for the question: whether Prisoner A;’s happiness

increases. That is, Problem [9.22] is not within Fisher’s maximum likelihood method.
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9.10 Bayesian statistics: Monty Hall problem [three pris-
oners problem)]

This section is extracted from the following:

Ref. [45]: S. Ishikawa; The Final Solutions of Monty Hall Problem and Three Prisoners
Problem  (arXiv:1408.0963v1 [stat.OT| 2014 )

9.10.1 Bayesian statistics: Monty Hall problem [resp. three pris-
oners problem]

Problem 9.23. [(=Problem.16))Monty Hall problem (the case that the host throws the dice)].

Suppose you are on a game show, and you are given the choice of three doors (i.e., “Door
Ay “Door Ay) “Door Ag”). Behind one door is a car, behind the others, goats. You do

not know what’s behind the doors.

However, you pick a door, say “Door A;”, and the host, who knows what’s behind the

doors, opens another door, say “Door As) which has a goat. And he adds that

(81) the car was set behind the door decided by the cast of the (distorted) dice. That is,
the host set the car behind Door A, with probability p,, (where p1 + ps + p3 = 1,

0<pi,p2,p3 <1).

He says to you, “Do you want to pick Door A57?” Is it to your advantage to switch your

choice of doors?

Problem 9.24. [three prisoners problem].

Three prisoners, A;, Ay, and A3 were in jail. They knew that one of them was to be set

free and the other two were to be executed. They did not know who was the one to be



http://arxiv-web3.library.cornell.edu/abs/1408.0963
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spared, but they know that

(f2) the one to be spared was decided by the cast of the (distorted) dice. That is, Prisoner
A, is to be spared with probability p,, (where py+pa+p3 =1, 0 < p,pe,ps <1).

but the emperor did know the one to be spared. A; said to the emperor, “I already
know that at least one the other two prisoners will be executed, so if you tell me the
name of one who will be executed, you won’t have given me any information about

my own execution”. After some thinking, the emperor said, “A3 will be executed.”

Thereupon A; felt happier because his chance had increased from S (=N {jh AT to

1
2(=Num[{A1,42}])

. This prisoner A;’s happiness may or may not be reasonable?

“As will be executgd”

>
T

N —

(Emperor)

=C 1)

=0
=)

9.10.2 The answer in Bayesian statistics: Monty Hall problem [resp.

three prisoners problem]

In the dualism, we have the confrontation

“observer<—system”

as follows.

Table 9.2: Correspondence: observer - system

Problems\ dualism H Mind(=I=Observer) ‘ Matter(=System) ‘
Monty Hall problem you Three doors

Three prisoners problem Prisoner A Emperor’s mind

In what follows we study these problems. Let €2 and O; be as in Section 9.8. Under the

hypothesis { (82) }, define the mixed state vy (€ M’ (Q2)) such that:

(f2)

Vo({wl}) = D1, Vo({w2}) = P2, Vo({w:s}) = D3 (9'3())
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Thus we have a mixed measurement My )(O1, S (10)). Note that

a) “measured value 1 is obtained by the measurement Mpec(q)(O1, Sp)”
[ the host says “Door A; has a goat” ]

= . .
| the emperor says “Prisoner A; will be executed”

b) “measured value 2 is obtained by the measurement Mz () (O, Sp) 7
[ the host says “Door A, has a goat” |

= . .
| the emperor says “Prisoner A, will be executed”

c) “measured value 3 is obtained by the measurement My (q)(O1, Sp) ”
[ the host says “Door As has a goat” |

< | the emperor says “Prisoner A3 will be executed”

Here, assume that, by the statistical measurement My (q)(O1, Sj(1)), you obtain a measured
the host said “Door As has a goat”

the emperor said “Prisoner Az is to be executed”
Then, Bayes’ theorem [9.11] says that the posterior state vy (€ M7 (€2)) is given by

Fi({3}) x 1o

value 3, which corresponds to the fact that

Vpost = ot 270 9.31
P (v, FL({3Y)) (8:31)
That is,
Vpost {w1}) = & 2 - pose({w2}) = g Vpose({ws}) = 0. (9.32)
o T D2 5t D2
Then,

(I1) In Problem 9.23,

if Vpost ({w1}) < Vpost({w2}) (i-e., p1 < 2p2), you should pick Door A,
if Vpost ({w1}) = Vpost({w2}) (i€, p1 = 2p2), you may pick Doors A; or Ay
if Vpost ({w1}) > Vpost({w2}) (i-e., p1 > 2ps), you should not pick Door A,

(I12) In Problem [0.24]

if vy({w1}) < Vpost ({w1}) (i€, p1 < 1 —2py), the prisoner A;’s happiness increases
if vy({wi1}) = Vpost ({wr1}) (i-e., p1 =1 — 2py), the prisoner A;’s happiness is invariant
if vo({wi}) > Vpost ({w1}) (i.e., p1 > 1 — 2psy), the prisoner A;’s happiness decreases
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9.11 Equal probability: Monty Hall problem [three pris-
oners problem)]

This section is extracted from the following:

ref. [45]: S. Ishikawa; The Final Solutions of Monty Hall Problem and Three Prisoners
Problem  (arXiv:1408.0963v1 [stat.OT] 2014 )

Problem 9.25. [(=Problem9.16))Monty Hall problem (the case that you throws the dice)].

Suppose you are on a game show, and you are given the choice of three doors (i.e., “Door
Ay “Door Ay) “Door Agz”). Behind one door is a car, behind the others, goats. You do
not know what’s behind the doors. Thus,

(#1) you select Door Ay by the cast of the fair dice. That is, you say “Door A;” with
probability 1/3.

The host, who knows what’s behind the doors, opens another door, say “Door As) which
has a goat. He says to you, “Do you want to pick Door A5?” Is it to your advantage

to switch your choice of doors?

Problem 9.26. [three prisoners problem( the case that the prisoner throws the dice)].

Three prisoners, Ay, A, and Az were in jail. They knew that one of them was to be set
free and the other two were to be executed. They did not know who was the one to be

spared, but the emperor did know. Since three prisoners wanted to ask the emperor,

(f2) the questioner was decided by the fair die throw. And Prisoner Ay was selected with
probability 1/3

Then, A; said to the emperor, “I already know that at least one the other two prisoners
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will be executed, so if you tell me the name of one who will be executed, you won't
have given me any information about my own execution”. After some thinking, the
emperor said, “Az will be executed.” Thereupon A; felt happier because his chance

had increased from 3(:Num[{j§1, LA o 2(:Num[1{ I This prisoner A;’s happiness

may or may not be reasonable?

“As will be executg¢d”

>
-

(Emperor)

p—
7

L
=C \ (>

= /)

L"\f/ -
T
=)

Answer By Theorem [9.18(The principle of equal weight), the above Problems and
is respectively the same as Problems and in the case that p; = ps = p3 = 1/3. Then,

the formulas (9.30) and (9.32)) say that
(Ay) In Problem.25] since vpost({w1}) = 1/3 < 2/3 = o5t ({wa}), you should pick Door As.

(Ay) In Problem9.20] since vo({w1}) = 1/3 = vpost({w1 }), the prisoner A;’s happiness is invari-
ant.

Therefore,

(By) Problem.25] [Monty Hall problem ( the case that you throw a fair dice)]

Vpost({w1}) < vpost({w2}) (e, p1 =1/3 <2/3 = 2py),
thus, you should choose the door A,

(By) Problem@.20] [three prisoners problem ( the case that the emperor throws a fair dice)],

w{wi}) = vposi({wi}) (e, pr=1/3 =1 —2py),

Thus, the happiness of the prisoner A; is invariant
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ANote 9.6. These problems (i.e., Monty Hall problem and the three prisoners problem) continued
attracting the philosopher’s interest. This is not due to that these are easy to make a mistake

for high school students, but

these problems include the essence of “dualism”.
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9.12 Bertrand’s paradox( “randomness” depends on how
you look at)

Theorem9.18(the principle of equal weight) implies that
e the “randomness” may be related to the invariant probability measure.
However, this is due to the finiteness of the state space. In the case of infinite state space,
“randomness” depends on how you look at

This is explained in this section.

9.12.1 Bertrand’s paradox(“randomness” depends on how you look
at)

Let us explain Bertrand’s paradox as follows.

Consider classical basic structure:
[Co(Q) € L¥(Q,m) € B(L(,m))]

We can define the exact observable Og = (€2, Bg, Fg) in L>®(£2,m) such that

[Fe(@)](w) = x=(w) = { (1) Ei ; g
(Vw e Q, =€ Bg)

Here, we have the following problem:

(A) Can the measurement Myee (o) (OF, Si(p)) that represents “at random” be determined

uniquely?

This question is of course denied by so-called Bertrand paradox. Here, let us review the

argument about the Bertrand paradox (cf. [211, 29 43]). Consider the following problem:

Problem 9.27. (Bertrand paradox) Given a circle with the radius 1. Suppose a chord of the
circle is chosen at random. What is the probability that the chord is shorter than v/3?
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T2
A

™~

N\

Figure 9.8: Bertrand’ paradox

Define the rotation map 77, : R? — R? (0 < # < 27) and the reverse map Tyey : R? — R?

rot
such that

9 |cosf —sinﬁ'xl _Ol'xl
Trorr = [sin& COS@:| [xz}’ Treve = [1 0] |z

Problem 9.28. (Bertrand paradox and its answer) Given a circle with the radius 1.

X2
A

™~1

N\

Figure 9.9: Bertrand’ paradox
Put © = {l |l is a chord}, that is, the set of all chords.

(B) Can we uniquely define an invariant probability measure on 7

Here, “invariant” means “invariant concerning the rotation map Tfot and reverse map Trey .
In what follows, we show that the above invariant measure exists but it is not determined

uniquely.
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(Pic.1) (Pic.2)

A‘

Figure 9.10: Two cases in Bertrand’ paradox

[The first answer (Pic.1(in Figure 9.10))]. In Pic.1, we see that the chord [ is represented
by a point (o, 8) in the rectangle @ = {(a,8) | 0 < a < 27, 0 < f < 7/2(radian)}. That is,

we have the following identification:

Q(= the set of all chords) 3 la 5 = +— (a,8) € Q(C R?).

identification

Note that we have the natural probability measure nu; on € such that v4(A) = 1\1\2{%:’[[9‘4]} =
1

% (VA € Bg,), where “ Meas” = “ Lebesgue measure”. Transferring the probability

measure v, on {2y to §2, we get p; on (). That is,

M+1(Q) =N — vV € M-l—l(Ql)

identification

(#) It is clear that the measure p; is invariant concerning the rotation map 7%, and reverse

map Trey.

Therefore, we have a natural measurement Mo (q,m)(Or = (2, Bo, Fi), S(p1)). Consider

the identification:

OD2= 5 <+— {(a,B)€Q : “thelength of [, 5" < \/5} cy

identification

Then, Axiom™) 1 says that the probability that a measured value belongs to = V3 18 given by

[P ma = [ 1 g

SN
=m1({lia,p) = (o, 8) € Q1 | “the length of I(55" < V3})
Meas[{(a,8) |0 < a < 2, /6 < 6 < 7/2)]

~ Meas[{(a,8) |0 <a <21, 0< 4 <7/2}]
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2 x (m/3) 2
B 2 3

[The second answer (Pic.2(in Figure 9.10))]. In Pic.2, we see that the chord [ is repre-
sented by a point (z,y) in the circle Qy = {(z,y) | 2* +y? < 1}.
That is, we have the following identification:

Q(= the set of all chords) > l(,,) = +— (z,y) € Qu(C R?).

identification

Meas[4a] _ Meas|4)

We have the natural probability measure v5 on €y such that vp(A) = Measin] —
2

(VA € Bg,). Transferring the probability measure v5 on €y to €, we get ps on Q. That is,

M_H(Q) S P2 —— Vs € M_H(QQ)

identification

(#) It is clear that the measure p, is invariant concerning the rotation map Tfot and reverse

map Trey.

Therefore, we have a natural measurement My (om)(Or = (2, Bg, Fg), Si(p2)).
Consider the identification:

OD= 5 <+— {(z,y) € Q : “the length of l(4 3" < \/5} c)

identification

Then, Axiom™) 1 says that the probability that a measured value belongs to = V3 18 given
by

[ FeEpI) pid) = [ 1 pafa)

23
=1({lzy) =~ (x,y) € Qo | “the length of [, )" < V3})
_Meas[{(z,y) [1/4<a2?+y* < 1}] 3

s 4’

Conclusion 9.29. Thus, even if there is a custom to regard a natural probability measure
(i.e., an invariant measure concerning natural maps) as “random”, the first answer and the

second answer say that

(%) the uniqueness in (B) of Problem [9.28] is denied.
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Axiom 2——causality

Measurement theory has the following classification:

classical system : Fisher statistics
pure type ’ .
( Al) quantum system : usual quantum mechanics
(A) measurement theory
(=quantum language) mixed tvpe classical system : including Bayesian statistics, Kalman filter
X Yy
( A ) P quantum system : quantum decoherence

This is formulated as follows.

(Bl):’ pure measurement theory ‘

(=quantum language)

[(pure) Axiom 1] [Axiom 2] |[quantum linguistic interpretation]
= ’ pure measurement ‘ + ’ Causality‘—k ’Linguistic interpretation
(cf. [§2.7) (cf. §10.3) (cf. §37)

a kind of spell(a priori judgment) the manual to use spells

(B2) :’ mixed measurement theory ‘

(=quantum language)

|(mixed)Axiom (™) 1] [Axiom 2] [quantum Tinguistic interpretation|
= ’ mixed measurement ‘ + ’ Causality ‘—i— ’Linguistic interpretation
(cf. [§89.1) (cf. §10.3) (¢f. §30)
a kind of spell(a??)riori judgment) the manual to use spells
[Axiom 2]
In this chapter, we devote ourselves to the last theme | Causality |, which is common to both (B1) and
(cf. §10.3)

(B2).

249
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10.1 The most important unsolved problem—what is
causality?

The importance of “measurement” and “causality” should be reconfirmed in the following famous

maxims:
(Cy) There is no science without measurement.
(C9) Science is the knowledge about causal relationship.

They should be also regarded as one of the linguistic interpretation in a wider sense.

10.1.1 Modern science started from the discovery of “causality.”

When a certain thing happens, the cause always exists. This is called causality. You should just

remember the proverb of
“smoke is not located on the place which does not have fire.”

It is not so simple although you may think that it is natural. For example, if you consider

This morning I feel good. Is it because that I slept sound yesterday? or is it because I go to

favorite golf from now on?

you may be able to understand the difficulty of how to use the word “causality”. In daily conversation,
it is used in many cases, mixing up “a cause (past)”, “a reason (connotation)”, and “the purpose and
a motive (future).”
It may be supposed that the pioneers of research of movement and change are
Heraclitus(BC.540 -BC.480): “Everything changes.”
Parmenides (born around BC. 515): “Movement does not exist.”
(Zeno’s teacher)
though their assertions are not clear. However, these two pioneers (i.e., Heraclitus and Parmenides )
noticed first that “movement and change” were the primary importance keywords in science(= “world

description”) , i.e., it is

[The beginning of World description |

Heraclitus(BC.540 -BC.480)
=[The discovery of movement and change | =
Parmenides(born around BC. 515)

However, Aristotle(BC384-BC322) further investigated about the essence of movement and change,
and he thought that
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all the movements had the “purpose.”

For example, supposing a stone falls, that is because the stone has the purpose that the stone tries
to go downward. Supposing smoke rises, that is because smoke has the purpose that smoke rises
upwards. Under the influence of Aristotle, “Purpose” continued remaining as a mainstream idea of
“Movement” for a long time of 1500 years or more.

Although “the further investigation” of Aristotle was what should be praised, it was not able to
be said that “the purpose was to the point.” In order to free ourselves from Purpose and for human
beings to discover that the essence of movement and change is “causal relationship”, we had to wait

for the appearance of Galileo, Bacon, Descartes, Newton, etc.
Revolution to “Causality” from “Purpose”

is the greatest history-of-science top paradigm shift. It is not an overstatement even if we call it

“birth of modern science”.

the birth of world description the birth of modern science

13 2l
purpose .
Movement Causality

7
(Heraclitus, Parmenides, Zeno) Aristotle :(' About 1500 years)

( Galileo, Bacon, Descartes, Newton)

#Note 10.1. I cannot emphasize too much the importance of the discovery of the term: ”causal-
ity”. That is,

(#) Science is the discipline about phenomena can be represented by the term ”causality”.
(i.e., ”No smoke without fire” )

Thus, I consider that the discovery of ”causality” is equal to that of science.

10.1.2 Four answers to “what is causality?”

As mentioned above, about “what is an essence of movement and change?”, it was once settled
with the word “causality.” However, not all were solved now. We do not yet understand “causality”

fully. In fact,

Problem 10.1. Problem:
“What is causality?”

is the most important outstanding problems in modern science.
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Answer this problem!

There may be some readers who are surprised with saying like this, although it is the outstanding

problems in the present. Below, I arrange the history of the answer to this problem.

(a) [Realistic causality]: Newton advocated the realistic describing method of Newtonian me-
chanics as a final settlement of accounts of ideas, such as Galileo, Bacon, and Descartes, and he

thought as follows. :

“Causality” actually exists in the world. Newtonian equation described faithfully this

“causality”. That is, Newtonian equation is the equation of a causal chain.

This realistic causality may be a very natural idea, and you may think that you cannot think in
addition to this. In fact, probably, we may say that the current of the realistic causal relationship

which continues like
“Newtonian mechanics— Electricity and magnetism—; Theory of relativity— ---”
is a scientific flower.

3

However, there are also other ideas, i.e., three “non-realistic causalities” as follows.

(b) [Cognitive causality|: David Hume, Immanuel Kant, etc. who are philosophers thought as

follows. :

We can not say that “Causality” actually exists in the world, or that it does not exist in
the world. And when we think that “something” in the world is “causality”, we should

just believe that the it has “causality”.

Most readers may regard this as “a kind of rhetoric”, however, several readers may be convinced in
“Now that you say that, it may be so.” Surely, since you are looking through the prejudice “causality”,

you may look such. This is Kant’s famous “Copernican revolution”, that is,
“recognition constitutes the world.”

which is considered that the recognition circuit of causality is installed in the brain, and when it is
stimulated by “something” and reacts, “there is causal relationship.” Probably, many readers doubt
about the substantial influence which this (b) had on the science after it. However, in this book, I

adopted the friendly story to the utmost to Kant.
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(¢) [Mathematical causality(Dynamical system theory)]: Since dynamical system theory
has developed as the mathematical technique in engineering, they have not investigated “What

is causality?” thoroughly. However,

In dynamical system theory, we start from the state equation (i.e., simultaneous ordinary

differential equation of the first order) such that

dz%(t) :UQ(Wl(t),WQ(t);:::7w71(t)7t) (10.1)

and, we think that

(#) the phenomenon described by the state equation has “causality.”

This is the spirit of dynamical system theory (= statistics ). Although this is proposed under the
confusion of mathematics and world description, it is quite useful. In this sense, I think that (c) should

be evaluated more.

(d) [Linguistic causal relationship (MeasurementTheory)]: The causal relationship of mea-

surement theory is decided by the |Axiom 2 (causality; §10.3) of this chapter. If T say in detail,:

Although measurement theory consists of the two Axioms 1 and 2, it is the Axiom 2 that
is concerned with causal relationship. When describing a certain phenomenon in quantum
language (i.e., a language called measurement theory) and using |Axiom 2 (causality; §10.3)

, we think that the phenomenon has causality.

Summary 10.2. The above is summarized as follows.

(a) World is first

(b) Recognition is first

(¢) Mathematics(buried into ordinary language) is first

(d) Language (= quantum language) is first

Now, in measurement theory, we assert the next as said repeatedly:

Quantum language is a basic language which describes various sciences.

Supposing this is recognized, we can assert the next. Namely,
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In science, causality is just as mentioned in the above (d).

This is my answer to “What is causality ?”. I explain this in detail in the following.

#Note 10.2. Consider the following problems:
(#1) What is time (space, causality, probability, etc.) ?

There are two ways to answer.

(a): To show the definition of XX
(#2) The answer of ”What is XX 77
(b): To show how to use the term ”XX”

In this note, the answer to the question (1) is presented from the linguistic point of view (b).
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10.2 Causality—Mathematical preparation

10.2.1 The Heisenberg picture and the Schrodinger picture

First, let us review the general basic structure (c¢f. §2.1.3]) as follows.

s (A): General basic structure and State spaces ~

GP(A*) C G™UAY) C A
C*-pure state C*-mixed state
Tdual

. o LIGI]

subalgebra-weak-closure subalgebra
J{ pre-dual
(10.2)
S"@&,) cA,
W*-mixed state
NG J

Remark 10.3. [A, C A*] : Consider the basic structure [A C A]B(H). For each p € A, F € A(C
A C B(H)), we see that

L (0. F)4| < CIFIBn = CIIFIA (10.3)

Thus, we can consider that p € A*. That is, in the sense of (10.3)), we consider that
A, CA*
When p(€ A,) is regarded as the element of A*, it is sometimes denoted by p. Therefore,

- (,0, F)ﬁ — <ﬁ, F)A (VF € A(C A)) (10.4)

Definition 10.4. [Causal operator (= Markov causal operator)] Consider two basic structures:
[.Al g ﬁl g B(Hl)] and [.AQ g ZQ g B(Hg)]

A continuous linear operator ®1 2 : Ay — A is called a causal operator(or, Markov causal operator
, the Heisenberg picture of “causality”), if it satisfies the following (i)—(iv):

(i) FQGZQ F220:> CI)lgFQzO
(i) P12ly, = Iz (where, I (€ Aj) is the identity)

(iii) there exists the continuous linear operator (®12). : (A1)« — (A2)« such that

O (pl,q)l,gFg)ﬁl = G, ((@1,2)*;)1,1?2)]2 (Vpr € (A1), VFs € As)  (10.5)
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(b)  (®12)«(E™((A1)4)) € & ((A2).) (10.6)
This (®1,2)« is called the pre-dual causal operator of @ 5.

(iv) there exists the continuous linear operator @7, : A7 — Aj such that

(a) A <p17 <1’1,2F2>ﬁ1 = (‘I’T,zﬁhﬂ)ﬂz, (Vo1 = p1 € (A1)(C A}),VE € Ag) (10.7)
(b)  (@12)"(6"(A7)) € &™(A3) (10.8)
This @7, is called the dual operator of @1 5.

In addition, the causal operator ®1 2 is called a deterministic causal operator , if it satisfies that

(©12)"(6"(A7)) € &"(A3) (10.9)

ANote 10.3. [ Causal operator in Classical systems| Consider the two basic structures:
[Co(21) © L™(, v1)|(my) and [Co(22) C L(Qa, 12)] p(my)
A continuous linear operator ®1 9 : L>(€Q3) — L*°(£21) called a causal operator, if it satisfies
the following (i)—(iii):
(1) foeL®(Q), fo20= P12/220
(ii) ®12le = 1; where, 1x(wg) =1 Vwi € Qi k = 1,2)

(iii) There exists a continuous linear operator (®12). : LY(1) — LY(Q2) (and (®12). :
LY, () — LY (2) ) such that

/Q [®12f2)(w1) p1(wi)vi(dwr) = A fa(w2) [(P1,2)xp1](w2)v2(dws)

(Vp1 € LY (1), Vfo € L=(Q))

This (®1,2)« is called a pre-dual causal operator of @ .

(iv) There exists a continuous linear operator ® 5 : M(Q1) — M(Q2) (and @7 5 : My1(21) —
M;+1(922) ) such that

Lqmﬁfb¢mF9meﬂ:Wmm(éhﬁhﬁ>%mﬂ (Vp1 = p1 € M(Q),VF, € Co())

where, pi1(D) = [pp1(wi)vi(dwr) (VD € Bg,). This (P12)* is called a dual causal
operator of @1 5.

In addition, a causal operator ®1 7 is called a deterministic causal operator, if there exists
a continuous map ¢12 : {21 — 2 such that

[@12f2](w1) = fa(dr2(wr))  (Vf2 € C(Qa),Ywi € Q1) (10.10)

This ¢12 : Q1 — €9 is called a deterministic causal map. Here, it is clear that

Ql ~ GP(CO(Ql)*) > 54/-)1 <I>—*> 5¢12(w1) € 61)(00(92)*) ~ QZ
12
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Pyaf / \ fo

9]

w1 = $12(w) 2

Figure 10.1: Deterministic causal map ¢1 2 and deterministic causal operator @1 o

Theorem 10.5. [Continuous map and deterministic causal map] Let (21, Bgq,,v1) and (Q2, Bq,, 12)

be measure spaces. Assume that a continuous map ¢ 2 : {1 — €2 satisfies:
Dy € Bo,, va(D2) =0 = wi(¢y5(Da)) =0.

Then, the continuous map ¢ : Q1 — {2y is deterministic, that is, the operator ®; 9 : L*(22, ) —

L>(Qy,v1) defined by (10.10) is a deterministic causal operator.

Proof. For each p; € L'(Q4,11), define a measure uz on (€22, Bg,) such that

ia(D) = / Pi(wn) mi(dn) (VD € Bay)
¢1 3(D2)

Then, it suffices to consider the Radon-Nikodym derivative (cf. [74]) [®12]«(p1) = dpa/dve. That is

because
Dy € Bq,, n(Dy)) =0 = wn(¢3(D2))=0 = pa(Ds)=0 (10.11)

Thus, by the Radon-Nikodym theorem, we get a continuous linear operator [®1 2], : L'(Q1,11) —

Ll(QQ,VQ). O

Theorem 10.6. Let &1 : L®(Qy) — L°°(€;) be a deterministic causal operator. Then, it holds
that

Q19(f2-92) = P12(f2) - P12(92) (Vf2,¥g2 € L™ (Q2))

Proof. Let fy, g2 be in L>(Q3). Let ¢12 : Q1 — Qo be the deterministic causal map of the

deterministic causal operator ®1 2. Then, we see

[P12(f2- g2)](w1) = (f2- g2)(P1,2(w1)) = fa(P1,2(w1)) - ga(d1,2(wr))
=[@12(f2)](w1) - [P1,2(92)](w1) = [P12(f2) - P12(g2)](w1) (Vw1 € 1)

This completes the theorem. O
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10.2.2 Simple example—Finite causal operator is represented by
matrix

Example 10.7. [Deterministic causal operator, deterministic dual causal operator, deterministic causal
map | Define the two states space €1 and Qg such that Q; = Q9 = R with the Lebesgue measure v.

Thus we have the classical basic structures:
[Co(@) € L= (. v) € BUAv))] (k= 1,2)
Define the deterministic causal map ¢12 : {21 — {22 such that
wy = ¢12(wr) = 3(w1)? +2 (Vw1 € Q1 =R)
Then, by (10.10), we get the deterministic dual causal operator ®7 5 : M(£21) — M(£22) such that
D7 90w, = 03(wy)2 12 (Vw1 € )

where 4.y is the point measure. Also, the deterministic causal operator® o : L>(Q2) — L°°(€2;) is

defined by

[@12(f2)](w1) = fo(3(w1)? +2) (Vf2 € Co(£22),Vwr € )

Example 10.8. [Dual causal operator, causal operator] Recall Remark 2.13] that is, if Q (=
{1,2,...,n}) is finite set ( with the discrete metric dp and the counting measure v,), we can con-

sider that
Co(Q) = L>®(Q,v) = C", M(Q) = LY(Q,v) =C", M (Q) = L (2v)
For example, put 1 = {w},wf Wi} and Oy = {wi,w3}. And define p;(€ M;1(21)) such that
p1 = a10,1 +azd,2 +aszd,s (0= ar,az,a3 S 1,01 +az+as=1)
Then, the dual causal operator ® 5 : My1(€21) — M41(€22) is represented by

T,Q(Pl) =(c1101 + croag + c13a3)6w% + (c2101 + c22a2 + 023a3)5w§
2

0 £1,Y ey =1)
=1

and, consider the identification:M () ~ C3, M(Qs) ~ C2, That is,

a1

3
M(Ql) ) quw% + az(sw% + 043(5w% (iden<tiﬁ—ca>,ti0n) gz eC
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M(Q2) 3 B16,1 + Bab,2 Pl ¢ 2
@2 “2 (identification) B2

Then, putting

D7 5(p1) = Prdyy + Padyy = [gl] )
2

aq
p1 = 10,1 + apd2 + azds = |
as

write, by matrix representation, as follows.

(071
ﬁ1] _ [611 c12 613]

* —
1’2('01) [52 C21 C22 (23

Next, from this dual causal operator ®7, : M(£21) — M(Q2), we shall construct a causal operator

O 9 : Cp(22) — Cp(£21). Consider the identification:Cp(€21) ~ C3, Co(22) ~ C2, that is,

Co(fh) > f — ?EZ% eC? Co(Qe) > f — [f2(w5)} € 2
o ' (identification) fi (w%’) 7 o ? (identification) fo(w3)

Let fa € Co(€2), f1 = ®12f2. Then, we see

fi(w]) cin o1 1
fiwd)| = fi=P12(f2) = |12 ca2 [;22535]
fi(w?) c13 €23 22

Therefore, the relation between the dual causal operator®] , and causal operator®; o is represented

as the the transposed matrix.

Example 10.9. [ Deterministic dual causal operator, deterministic causal map, deterministic causal op-
erator |  Consider the case that dual causal operator @7, : M(21)(=C3) — M(Q2)(~C?) ha s the

matrix representation such that
a1
b1 0 1 1
* _ _
1,2(/)1) - |:b2:| - |:1 0 0:| az
as

In this case, it is the deterministic dual causal operator. This deterministic causal operator ®; s :

Co(Q2) — Cy(€) is represented by

fi(wi) 0 1
fl(W%) =fi=®12(fo) = |1 0 [}%Zéi]
fi(w?) 10 22

with the deterministic causal map ¢, : €1 — €22 such that

Pr2(wl) =ws, dr2(wi) =wy,  dra(wl) =w;
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10.2.3 Sequential causal operator — A chain of causalities

Let (T, <) be a finite treell i.e., a tree like semi-ordered finite set such that “6; < t3 and ty < t3”
implies “t1 < t9 or to < t1”. Assume that there exists an element tg € T, called the root of T, such
that tg <t (Vt € T') holds.

Put T2 = {(t1,t2) € T* : t; < t2}. An element to € T is called a root if to < ¢ (Vt € T') holds.
Since we usually consider the subtree T3, ( C T') with the root tg, we assume that the tree has a root.
In this chapter, assume, for simplicity, that T is finite (though it is sometimes infinite in applications).

For simplicity, assume that T is finite, or a finite subtree of a whole tree. Let T' ( = {0,1,..., N})
be a tree with the root 0. Define the parent map m : T\ {0} — T such that 7(t) = max{s € T': s < t}.
It is clear that the tree (T' = {0,1,..., N}, < ) can be identified with the pair (T' = {0,1,..., N}, 7 :
T\ {0} — T). Also, note that, for any ¢ € T \ {0}, there uniquely exists a natural number h(t)
(called the height of t ) such that 7®)(t) = 0. Here, 72(t) = n(n(t)), 73(t) = 7(x2(t)), etc. Also,
put {0,1,...,]\7}2< = {(m,n) | 0 < m < n < N}. In Fig. 10.2, see the root ty, the parent map:
m(ts) = w(ts) = to, w(ta) = w(ts) = t1, w(t1) = 7(te) = w(t7) = to

w o "
'V ‘77\ 2}

™ ty

>
t() \ \
™ ts
\ t6
T t,?

:

Figure 10.2: Tree: (T = {to,t1,....,t7}, 7 : T\ {to} = T)

Definition 10.10. [Sequential causal operator; Heisenberg picture of causality] =~ The family {®;, 4, :
J— J— J— [} J—
Az, — Atl}(tm)eTg ( or, { Ay, a2 Atl}(tl,tQ)eTE ) is called a sequential causal operator, if it

satisfies that
(i) For each t (€ T), a basic structure [A; C A; C B(H;)] is determined.

(ii) For each (t1,t2) € T2, a causal operator @y, 4, : Ay, — Ay, is defined such as @y, 1, s, 1, = Py, 1y

(Y(t1,t2), Y(ta, t3) € Té) Here, ®;+ : Ay — A, is the identity operator.

'In Chapter [14, we discuss the infinite case



KSTS/RR-16/001
January 8, 2016

10.2 Causality—Mathematical preparation 261
Qo3 —
_ =~ Asj
%AQ T
o Doy Ay
01 A,
— s
Ao T 7 As
Qo 76

Figure 10.3: Heisenberg picture( sequential causal operator)

Definition 10.11. (i): [pre-dual sequential causal operator : Schrodinger picture of causality ] The
sequence {(®¢, 1)« ¢ (Aty)s — (Ztl)*}(tl,tg)eTg is called a pre-dual sequential causal operator of
{®4, 4, 0 Aty — Ztl}(tl,tQ)eTé

(ii): [Dual sequential causal ;)perator : Schrodinger picture of causality | A sequence {CIDQ‘M2 C AL &

Al H e t)er 18 called a dual sequential causal operator of {®y, 4, : Ap, — ﬁh}(tl,tz)eTE'

(P23)s P54 .
(®1,2) A2)*/2 (il:a)* ‘I’TV = < Ai
(Po,1); (A1)« (P2h (Ad)e D AT o gz A
_ 2 (P1,5) , NGE
.A())* — — 0 ~—0 A*
Po,6)«(Ag)« (As)- \Sf Ag >
(o,7)5 (A7). 5.7 Az
(i):pre-dual sequential causal operator (ii):dual sequential causal operator

Figure 10.4: Schrodinger picture ( dual sequential causal operator)

Remark 10.12. [The Heisenberg picture is formal; the Schrodinger picture is makeshift ] The
Schrodinger picture is intuitive and handy. Consider the Schrédinger picture{®; , : Aj —
Al tn)erz - For C*-mixed state py, (€ 6™ (A])) (Le., a state at time ty),
e C*-mixed state p;, (€ ™ (Af,)) (at time t2(> t1)) is defined by
Pty = (Dz(]_,tgptl

However, the linguistic interpretation says “state does not move”, and thus, we consider that

the Heisenberg picture is formal

the Schrodinger picture is makeshift
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10.3 Axiom 2 —Smoke is not located on the place which
does not have fire

10.3.1 Axiom 2 (A chain of causal relations)

Now we can propose Axiom 2 (i.e., causality), which is the measurement theoretical representation

of the maxim (Smoke is not located on the place which does not have fire ):

s ‘ (C): Axiom 2 (A chain of causalities) ‘ ~

(Under the preparation to this section, we can read this)
For each t(€ T=“tree”)), consider the basic structure:
A; C A C B(H,)]

Then, the chain of causalities is represented by a sequential causal operator {®;, ;, : A, —

ﬁtl }(tl,tz)ETé .

\§ /

ANote 10.4. Axiom 2 (causality) as well as Axiom 1 (measurement) are a kind of spells. There
are several spells concerning "motion”. For example,

(#1) [Aristotle]: final cause

(#2) [Darwin]: evolution theory (survival of the fittest)
(#3) [Hegel]: dialectic (Thesis, antithesis, synthesis)
(#4) law of entropy increase

(#1)—(f3) are non-quantitative, but (f4) is quantitative. Everybody agrees that these ((f1)—(44))
move the world.

10.3.2 Sequential causal operator—State equation, etc.
In what follows, we shall exercise the chain of causality in terms of quantum language.

Example 10.13. [State equation] Let T'= R be a tree which represents the time axis. (Don’t
mind the infinity of 7. Cf. Chapter [14l) For each t(€ T'), consider the state space {2; = R"
(n-dimensional real space). And consider simultaneous ordinary differential equation of the

first order

dd%(t) ; vo (w1 (t), wa(t), ,wn(t), 1) (10.12)
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which is called a state equation . Let ¢y, 4, : Q4 — 4y, (1 < t2) be a deterministic causal
map induced by the state equation (10.12). It is clear that ¢, 1, (Dt 1o (Wr ) = Oty 15 (why) (Wi, €
Q,,t1 Sty S t3). Therefore, we have the deterministic sequential causal operator {®y, ;, :

LOO(Qt2> - Loo(Qtl)}(tth)ETé .

Example 10.14. [Difference equation of the second order] Consider the discrete time 7" =
{0,1,2,...} with the parent map 7 : T\ {0} — T such that 7n(t) =¢—1 (Vt = 1,2,...). For
each t(€ T'), consider a state space €); such that ; = R ( with the Lebesgue measure). For
example, consider the following difference equation, that is, ¢ : €2 x ;1 — ;.5 satisfies as

follows.
Wiro = (W, wir1) = wp + w1 + 2 (VteT)

Here, note that the state w;2 depends on both w;.; and w; (i.e., multiple markov property).
This must be modified as follows. For each t(€ T') consider a new state space Qt = x Q=

R x R. And define the deterministic causal map $t7t+1 : ﬁt — §t+1 as follows.

(Wt+17 wt+2) = gt,tﬂ(wta Wt+1) = (Wt+1, W + W1 + 2)

(V(wp, wig1) € Qi VE € T)

Therefore, by Theorem [10.5, the deterministic causal operator &)t,t—&-l : Loo(ﬁt_i'_l) — Lw(ﬁt) is
defined by

[(it,t-l-l.ft](wta Wt+1) = ft(wt+17 Wy + wep1 + 2)

(V(we, wes1) € U, Vfi € L%(Qup), VE € T\ {0}))

Thus, we get the deterministic sequential causal operator {(ﬁf)t,tﬂ : L“((ZtH) — L‘X’(Qt)}tg\{o}.

#Note 10.5. In order to analyze multiple markov process and time-lag process, such ideas in
Example [10.14] are needed.
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10.4 Kinetic equation (in classical mechanics and quan-
tum mechanics)

10.4.1 Hamiltonian ( Time-invariant system)

In this section, we consider the simplest kinetic equation in classical system and quantum
system.

Consider the state space €2 such that ) = R?, that is,

R? = R, x R,={(q, p) = (position , momentum ) | ¢,p € R} (10.13)

Hamiltonian H(q,p) is defined by the total energy, for example, as the typical case (m:

particle mass), we consider that

[Hamiltonian (= H(q,p))]

=lkinetic energy(= 2p—m)] + [potential energy(= V(q))] (10.14)

10.4.2 Newtonian equation(=Hamilton’s canonical equation)

Concerning Hamiltonian H(q,p), Hamilton’s canonical equation is defined by

dp _ _ H(gp)
dt 0q
Hamilton’s canonical equation = (10.15)
dg _ ¥(a,p)
t op
And thus, in the case of (10.14)), we get
dp _ _ H(ap) _ _ 9V(gp)
dt dq dq
Hamilton’s canonical equation = (10.16)
dg _ 9H(gp) _ p
dt op m
which is the same as Newtonian equation. That is,
d? ov
mgg = [Mass| x [Acceleration]| = —#(— Force)

Now, let us describe the above (10.16) in terms of quantum language. For each t € T' = R,
define the state space €2; by

Q=0 =R*=R, x R,={(q,p) = (position , momentum ) | ¢,p € R} (10.17)
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and assume Lebesgue measure v.

Then, we have the classical basic structure:

[Co() C L¥() € B(L*())] (e T=R)

The solution of the canonical equation (10.16) is defined by
Qtl > Wity — ¢t1,t2 (wtl) = Wi, S Qt2 (1018)

Since (10.18) determines the deterministic causal map, we have the deterministic sequential

causal operator {®;, s, 1 L(,) — L>(,) }4y.40)er2 such that

(Dt 1 (fi) (i) = fr (Pt 10 (1)) (Vfi, € L(2), Yoy, € Uy, 11 < ) (10.19)

10.4.3 Schrédinger equation (quantizing Hamiltonian)

The quantization is the following procedure:

( —
total energy 0 h\/{;la
quantumization
: s 2 7o
nti ion momentum '
qua tizatio p quantumization v—10q (10 20)
position g ey
\ quantumization

Substituting the quantumization (10.20) to the classical Hamiltonian:

E— 7
Hlag.p) =5~ +V(g)
we get
0 h O h? 02
VAL —x(g, Oy 10.21
h ot (9 \/—_18(1) 2m 0q? +Vig) (10.21)

And therefore, we get the Schrodinger equation:

u(t,q) h 0 R
hv—1— = = (g, \/—_—1%)%5, q) = %a—qguw q) + V(q)u(t, q) (10.22)
Putting u(t,-) = u; € L*(R) (Vt € T = R) we denote the Schrodinger equation (10.22)) by

1

K
1

U =

2 Learning the (10.20) by rote, we can derive Schrédinger equation (10.22). However, the meaning of
“quantumization” is not clear.
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Solving this formally, we see

up = efu;{jltuo (Thus, the state representation is |u)(us| = |e%tu0)<e%tuo| ) (10.23)

where, uy € L*(R) is an initial condition.

Now, put Hilbert space H; = L*(R) (Vt € T' = R), and consider the quantum basic structure:

[€(L*(R)) € B(L*(R)) € B(L*(R))]
The dual sequential causal operator {®; ,, : Tr(Hy,) — ‘J‘r(HtQ)}(tth)eTé is defined by
;. (p) = e T BT pei T BT (yp € Tr(H,,) = (B(H,)). = C(Hy)Y)  (10.24)
And therefore, the sequential causal operator {®y, +, : B(Hy,) — B(Htl)}(thh)eT% is defined by
By, 1, (A) = em 1) ger ) (v A € B(H,)) (10.25)
Also, since
¥, (&7(€(H,)") C &(e(H,,)")

the sequential causal operator {®, 1, : B(Hyi,) — B(Hy )}, 1)erz is deterministic. Since we

deal with the time-invariant system, putting ¢ = to — t1, we see that (10.25) is equal to

Ay = By(Ag) = e T AgeivT! (10.26)

And thus, we get the differential equation:

dAt _ K e%tA eh;{jlt+ —-H =K 4 I ¢ H

dt h\/—_l " h/—1 /=1
(Am - U{At> (10.27)

which is just Heisenberg’s kinetic equation. In quantum language, we say that
e Heisenberg’s kinetic equation is formal, and Schrodinger equation is makeshift,

though the two are usually said to be equivalent.
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10.5 Exercise:Solve Schrodinger equation by variable sep-
aration method

Consider a particle with the mass m in the box (i.e., the closed interval [0,2]) in the one
dimensional space R. The motion of this particle (i.e., the wave function of the particle) is

represented by the following Schrodinger equation

o 292
h— =— in H=L*R
ihgp(a.t) = —5osvla )+ Val@ulat)  (in H = L(R)
where
_J 0 (0<¢<2)
Vola) = { oo ( otherwise )
Vo(q)
—— o0
(g, 1)
- R
0 2 4
Figure 10.5: Particle in a box
Put

¢(q,t) =T()X(q) (0<¢<2)

And consider the following equation:

h?0?

0
Zﬁacﬁ(q,t) = T omog

¢(q, ).
Then, we see

Tt  2mX(q)

i XH(Cé) — K(= constant ).

Then,

&(q, 1) = T()X(q) = Cy exp(i k) (01 exp(in/2mE [h q) + Co exp( — in/2mK Jh q).)
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Since X (0) = X(2) = 0 (perfectly elastic collision), putting K = "287;12}5, we see

inm?ht

o(q,t) =T()X(q) = Csexp( ) sin(nmq/2) (n=1,2,...).

Assume the initial condition:
Y (q,0) = ¢y sin(mq/2) + cosin(2mq/2) + c3sin(37q/2) + - - - .
where [, [¢(q,0)[?dg = 1. Then we see

(g, 1)
i ht Am?ht 92t
=c exp(m;m )sin(mq/2) + ¢ exp(l ;%Tm )sin(2mq/2) + ¢3 exp(zgﬂ

)sin(3mq/2) + - .
And thus, we have the time evolution of the state by

pe =00 (€ &(Tr(H)) € B(H)) (V¢ > 0)
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10.6 Random walk and quantum decoherence

10.6.1 Diffusion process

Example 10.15. [Random walk]  Let the state space Q be Z = {0,4+1,+2,...} with the
counting measure v. Define the dual causal operator ®* : M, 1(Z) — M 1(Z) such that

i1t 0

*(d;) 5

(1 €Z)

where §()(€ M;1(Z)) is a point measure. Therefore, the causal operator ® : L*(Z) — L>(Z)
is defined by

@(F)(i) = 20— ; Fi+D  wper=@)viez

and the pre-dual causal operator ®, : L'(Z) — L'(Z) is defined by

[@..(f)](i) = fi=1) ; Fli+]) (Vf € LY(Z),Vi € Z)

Now, consider the discrete time 7" = {0,1,2,..., N}, where the parent map 7 : T\ {0} —» T’
is defined by 7(t) =t —1 (t = 1,2,...). For each t(€ T'), a state space € is define by Q, = Z.
Then, we have the sequential causal operator {®«) (= ®) : L=(Q:) = L>(Qr)) hrer\ {0}

10.6.2 Quantum decoherence: non-deterministic causal operator

Consider the quantum basic structure:
[C(H) € B(H) € B(H)]

Let P = {P,}>2, be the spectrum decomposition in B(H), that is,
P, is a projection (i.e., P, = (P,)? ), and, i P, =1
Define the operator (¥p), : Tr(H) — Tr(H) such that
(Up).(|u)(u|) = Z|Pu (Pyu| (VYue€ H)

Clearly we see

o (e}

(v, (Tp)(Ju)(ul)v) = (v, (Y [Paw){Poul)v Z! APw)P =0 (Vu,v € H)

n=1
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and,

Tr((e)(|u) (ul))

=Te(Y  |Pou)(Paul) = Y ) Wew, Paw) = Y | Paul® = [lul®  (Vu e H)

n=1 n=1 k=1

where {e;}72, is CONS in H.
And so,

(We)u (T, (H)) € Trya(H)

Therefore, Wp(= ((¥p).)*) : B(H) — B(H) is a causal operator, but it is not deterministic.

In this note, a non-deterministic (sequential) causal operator is called a quantum decoherence.

Remark 10.16. [Quantum decoherence] For the relation between quantum decoherence and
quantum Zeno effect, see § [11.4. Also, for the relation between quantum decoherence and
Schrodinger’s cat, see § [11.5l

In tis note, we assume that the don-deterministic causal operator belongs to the mixed
measurement theory. Thus, we consider that quantum language (= measurement theory ) is

classified as follows.

pure type

( {classical system : Fisher statistics
(A1)

quantum system : usual quantum mechanics

(A) measurement theory

(=quantum language) ) classical system : including Bayesian statistics, Kalman filter
mixed type

\ (A2)

quantum system : quantum decoherence
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10.7 Leibniz=Clarke Correspondence: What is space-
time?

The problems (“What is space?” and “What is time?”) are the most important in modern
science as well as the traditional philosophies. In this section, we give my answer to this

problem.

10.7.1 “What is space?” and “What is time?”)

10.7.1.1 Space in quantum language
( How to describe “space” in quantum language)

In what follows, let us explain “space” in measurement theory (= quantum language ).

For example, consider the simplest case, that is,
(A) “space” =R, ( one dimensional space)

Since classical system and quantum system must be considered, we see

(B1): a classical particle in the one dimensional space R,

(B)

(B2): a quantum particle in the one dimensional space R,

In the classical case, we start from the following state:

(q,p) = (“position”, “momentum”) € R, x R,
Thus, we have the classical basic structure:
(C)  [Co(R, x R,) € L=(R, x R,) C B(LA(R, x )
Also, concerning quantum system, we have the quantum basic structure:
(C2) [C(L*(Ry) € B(L*(Ry) € B(L*(R,)]

Summing up, we have the basic structure

(Cy): classical [Co(R, x R,) C L*(R, x R,)) C B(L*(R, x R,)]
(C) [ACACB(H)
(Cy): quantum [€(L*(R,) € B(L*(R,) C B(L*(R,)]

Since we always start from a basic structure in quantum language, we consider that

How to describe “space” in quantum language

< How to describe [(A):space] by [(C):basic structure] (10.28)
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This is done in the following steps.

Assertion 10.17. How to describe “space” in quantum language

(D) Begin with the basic structure:

A CACB(H)

(Dy) Next, consider a certain commutative C*-algebra Ag(= Cy(2)) such that

Ay CA

(D3) Lastly, the spectrum Q (~ &P(A,)) is used to represent “space”.

For example,
(E1) in the classical case (Cy):
[Co(R, x R,) C L®(R, x R,) C B(L*(R, x R,))]
we have the commutative Cy(R,) such that
Co(R,) € LZ(R, x R,)

And thus, we get the space R, as mentioned in (A)

(E2) in the quantum case (Cy):
[C(L*(Ry) € B(L*(R,)) © B(L*(R,))]
we have the commutative Cy(RR,) such that
Co(Ry) € B(L*(R,))
And thus, we get the space R, as mentioned in (A)

10.7.1.2 Time in quantum language
( How to describe “time” in quantum language)

In what follows, let us explain “time” in measurement theory (= quantum language ).

This is easily done in the following steps.

Assertion 10.18. How to describe “time” in quantum language
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(F1) Let T be a tree. (Don’t mind the finiteness or infinity of 7. Cf. Chapter [14.) For each
t € T, consider the basic structure:

A, C A, C B(H,)]

(F3) Next, consider a certain linear subtree 7"(C T'), which can be used to represent “time”.

10.7.2 Leibniz-Clarke Correspondence

The above argument urges us to recall Leibniz-Clarke Correspondence (1715-1716: cf. [1]),

which is important to know both Leibniz’s and Clarke’s (=Newton’s) ideas concerning space

and time.

(G) [The realistic space-time]
Newton’s absolutism says that the space-time should be regarded as a receptacle

of a “thing.” Therefore, even if “thing” does not exits, the space-time exists.

On the other hand,

(H) [The metaphysical space-time]

Leibniz’s relationalism says that

(Hy) Space is a kind of state of “thing”.

(Hy) Time is an order of occurring in succession which changes one after another.

Therefore, I regard this correspondence as

Newton (= Clarke)| <«+—

(linguistic view)

(realistic view)

which should be compared to

[Einstein] ~ ¢—  [Bolr]

(realistic view) " (linguistic view)

(also, recall Note [4.4]).

#Note 10.6. Many scientists may think that
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Newton’s assertion is understandable, in fact, his idea was inherited by Einstein. On the
other, Leibniz’s assertion is incomprehensible and literary. Thus, his idea is not related to

science.

However, recall the classification of the world-description (Figure [1.1):

;

@ : Newton, Clarke

(space-time in physics)
‘e ’ realistic space-time ‘

(realistic world view) “What is space-time?”

(successors: Einstein, etc.)

(space-time in measurement theory)

linguistic space-time

(i.e., spectrum, tree)

: Leibniz
linguisti 1d vi
(linguistic world view) “How should space-time be represented?”

in which Newton and Leibniz respectively devotes himself to (1) and (2). Although Leibniz’s

assertion is not clear, we believe that

e Leibniz found the importance of “linguistic space and time” in science,

Also, it should be noted that

(#) Newton proposed the scientific language called Newtonian mechanics,

on the other hand,
Leibniz could not propose a scientific language

ANote 10.7. I want to believe that “realistic” vs. “linguistic” is always hidden behind the great

disputes in the history of the world view. That is,

’ linguistic world view ‘

realistic world view| <+—
(idealistic)

V.S.

For example,

Table 10.1 : The realistic world view vs the linguistic world view

Dispute \ R vs. L the realistic world view the linguistic world view
Greek philosophy Aristotle Plato
Problem of universals Realismus(Anselmus) Nominalisme(William of Ockham)
Space-times Clarke( Newton) Liebniz
Quantum mechanics Einstein (cf. [13]) Bohr (¢f. [A])

I want to believe that “realistic” vs. “linguistic” is always hidden behind the greatest disputes

in the history of the world view.

ANote 10.8. The space-time in measuring object is well discussed in the above. However, we have

to say something about “observer’s time”. We conclude that observer’s time is meaningless in
measurement theory as mentioned the linguistic interpretation in Chap. 1. That is, the following

question is nonsense in measurement theory:
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(1) When and where does an observer take a measurement

(#2) Therefore, there is no tense (present, past, future) in sciences.

Thus, some may recall
McTaggart’s paradox: “Time does not exist”

(cf. ref.[58]). Although McTaggart s logic is not clear, we believe that his assertion is the same
as “Subjective time (e.g., Augustinus’ times, Bergson’s times, etc. ) does not exist in science”.
If it be so,

(t3) McTaggart’s assertion as well as Leibniz’ assertion are one of the linguistic
interpretation.

After all, we conclude that
(#4) the cause of philosophers’ failure is not to propose a language.
Talking cynically, we say that

(#5) Philosophers continued investigating “linguistic interpretation” (=“how to use Axioms 1
and 2”) without language (i.e., Axiom 1(measurement:§2.7)) and Axiom 2(causality:§10.3))).
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Simple measurement and causality

Until the previous chapter, we studied all of quantum language, that is,

(ﬁl):‘ pure measurement theory‘

(=quantum language)

|[(pure)Axiom 1| [Axiom 2] [quantum linguistic interpretation]|
= ’pure measurement ‘ + ’ Causality ‘—I— ’ Linguistic interpretation
(cf. [82.7) (¢f. §10.3) (cf. §31)
a kind of spell(avpriori judgment) the manual:o use spells

(ﬁg):’ mixed measurement theory ‘

(=quantum language)

[(mixed)Axiom (™) 1] [Axiom 2| [quantum Tinguistic interpretation]

= ’mixed measurement ‘ + ’ Causality‘—i— ’Linguistic interpretation
(cf. §9.1) (cf. 4I0.3) (¢f. §3.0)

a kind of spell(a priori judgment) the manual to use spells

However, what is important is
» to exercise the relationship of measurement and causality
Since measurement theory is a language, we have to note the following wise sayings:

e experience is the best teacher, or custom makes all things

11.1 The Heisenberg picture and the Schrodinger pic-
ture

11.1.1 State does not move— the Heisenberg picture —
We consider that

“only one measurement” — “state does not move”

277



KSTS/RR-16/001

January 8, 2016
278 Chapter 11 Simple measurement and causality

That is because

(a) In order to see the state movement, we have to take measurement at least more than

twice. However, the “plural measurement” is prohibited. Thus, we conclude “state does

not move”

We want to believe that this is associated with Parmenides’ words:

There i1s no movement

which is related to the Heisenberg picture. This will be explained in what follows.

Theorem 11.1. [Causal operator and observable] Consider the basic structure:
[Ar €Ay C B(Hy)]  (k=1,2)

Let @ : Ay — A; be a causal operator, and let_Og = (X, 3, F,) be an observable in As.
Then, ®,5,05 = (X, J, 1 2F3) is an observable in As.

Proof. Let Z (¢ F). And consider the countable decomposition {Z;,Z,,...,=,,...} of =2

pl(e (‘Al)*)a

(@

En)>711 - (A1)« <(¢1’2)*p17 FQ(U En)>ﬁ2

n=1

(A1) (Ph @1,2F2(

= Zl (). ((@1,2)*p1, FQ(En)>ﬁ2 = Z (A1)e (017 ¢1,2F2(En)>ﬁ2

n=1

]

Thus,®, 205 = (X, F, 1 5F3) is an observable in A

Let us begin from the simplest case. Consider a tree T = {0,1}. For each t € T', consider

the basic structure:

[A: C A, C B(H)] (t=0,1)

And consider the causal operator ®; : A, — Ap. That is,

A, &L A, (11.1)

Therefore, we have the pre-dual operator (®¢ ;). and the dual operator f 4

(Ao)s oo (A1) Ay —— A (11.2)
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If &g, : A, — Ay is deterministic, we see that
Ay D &F(A5) 3 p— B 1p € BV(A]) C A] (11.3)

0,1

Under the above preparation, we shall explain the Heisenberg picture and the Schrodinger
picture in what follows.

Assume that
(A7) Consider a deterministic causal operator ®q; : Ay — A,.
(Ay) astate pg € GP(Af) : pure state

(A3) Let O; = (X1, 7, F}) be an observable in A,.

Explanation 11.2. [the Heisenberg picture].
The Heisenberg picture is just the following (a):

(al) To identify an observable O; in A; with an 10, in Ao . That is,

—= P91
®y10, Oy

(in 7io) identification (in A;)

Therefore,

(a2) a measurement of an observable Oy (at time ¢ = 1) for a pure state py (at time ¢ = 0)
€ GP(Af) is represented by

Mz, (®0,101, Sjpy])

Thus, Axiom 1 ( measurement: 52.7) says that

(a3) the probability that a measured value belongs to =(€ ¥F) is given by
Az (Pm ‘1)0,1(F1(5)>z0 (11.4)

Explanation 11.3. [the Schrdédinger picture]. The Schrodinger picture is just the
following (b):

(b1) To identify a pure state &, po(€ GP(A})) with po(€ GP(Aj)), That is,

¢*
Aj D BP(Af) 3 pg ———— O 1po € GP(A}) C Aj
identification ’

Therefore, Axiom 1 ( measurement: [§2.7)) says that
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(b2) a measurement of an observable O; (at time ¢ = 1) for a pure state py (at time ¢ = 0)
€ GP(A7) is represented by

Mﬁl (O]-’ S[(I)SJPO})
Thus,
(a3) the probability that a measured value belongs to =Z(€ F) is given by
A (‘DS,lpo, F1<E))Z1 (11.5)

which is equal to
A (PO, @0,1(F1(E))>ﬁ0 (11.6)

In the above sense (i.e., (IL.5) and (11.6) ), we conclude that, under the condition (A;),
the Heisenberg picture and the Schrodinger picture are equivalent

That is,

MzO((I)O’th S[po]) (identification) Mﬁl (017 S[@S,lpo}) (117)
(Heisenberg picture) (Schrodenger picture)

Remark 11.4. In the above, the conditions (A;) is indispensable, that is,
(A;) Consider a deterministic causal operator ®q; : A, — Ap.

Without the deterministic conditions (A;), the Schrodinger picture can not be formulated
completely. That is because ®g;pg is not necessarily a pure state. In this sense, we consider
that

the Heisenberg picture is formal

the Schrodinger picture is makeshift
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11.2 The wave function collapse ( i.e., the projection
postulate )

The lingistic interpretation says that the post measurement state is meaningless. However,
considering a tricky measurement, we can realize the wave function collapse. In this section,

we shall explain this idea in the following paper:

e [49] S. Ishikawa, Linguistic interpretation of quantum mechanics; Projection Postulate,
Journal of quantum information science, Vol. 5, No.4 , 150-155, 2015,
DOI: 10.4236/jqis.2015.54017
(http://www.scirp.org/Journal/PaperInformation.aspx?PaperID=62464)

11.2.1  Problem: The von Neumann-Liiders projection postulate

Let [C(H), B(H)]p(m) be a quantum basic structure. Let A be a countable set.
Consider the projection valued observable Op = (A, 2%, P) in B(H). Put

Py, = P({\}) (VA e ) (11.8)
Axiom 1 (measurement; §2.7)| says:

(A1) The probability that a measured value Ao (€ A) is obtained by the measurement Mp(z)(Op
:=(A, 2, P), S},)) is given by

TrH(:OPAo)(: <u7 PXO“) = ||P>\0u||2)7 ( where p = ’u><u|) (11‘9>

Also, the von Neumann-Liiders projection postulate ( in the Copenhagen interpretation, cf.

[70, 57]) says:

Ay) When a measured value )y (€ A) is obtained by the measurement Mg (Op :=(A, 2%, P),
(H)
Sip)), the post-measurement state ppost is given by

PAO |u> <u|P>\0

= 11.10
ppOSt ||P)\0’U,H2 ( )

And therefore, when a next measurement M) (Op :=(X, J, F), S[ppost}) is taken (where
Op is arbitrary observable in B(H)), the probability that a measured value belongs to
=E(€ F) is given by

P,\Ou — P)\ u
AUy e >) (11.11)
[ Proul

TI"H(PpostF(E))< = < m


http://www.scirp.org/Journal/PaperInformation.aspx?PaperID=62464 
http://www.scirp.org/Journal/PaperInformation.aspx?PaperID=62464
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Problem 11.5. In the linguistic interpretation, the phrase:“post-measurement state” in the
(As) is meaningless. Also, the above (=(A;)+(As)) is equivalent to the simultaneous measure-
ment Mp()(Op x Op, Sj,), which does not exist in the case that Op and Op do not commute.

Hence the (As) is meaningless in general. Therefore, we have the following problem:
(B) Instead of the Op x Op in Mp()(Op x Op, S|,), what observable should be chosen?

In the following section, I answer this problem within the framework of the linguistic inter-

pretation.

11.2.2 The derivation of von Neumann-Liiders projection postulate
in the linguistic interpretation

Consider two basic structure [€(H ), B(H)|pm) and [C(HRK ), B(HR K)|pusk)- Let {P\| X €
A} be as in Section 2.1, and let {e)} en be a complete orthonormal system in a Hilbert space

K. Define the predual Markov operator U, : T'r(H) — Tr(H ® K) by, for any u € H,

U(lu)(u)) = 1) (Pu@e)) () (Pue) (11.12)

AEA AEA
or
U (Juy(ul) = > [Pau® ex)(Pau® ey (11.13)
AEA

Thus the Markov operator ¥ : B(H ® K) — B(H) ( in Axiom 2) is defined by ¥ = (W¥,)*.
Define the observable Og = (A, 2%, G) in B(K) such that

GHAD =len{e]  (Aep)

Let O = (X, 3, F) be arbitrary observable in B(H). Thus, we have the tensor observable
Or®0g = (X x A,FX2) F®G) in B(H ® K), where X 2% is the product o-field.

Fix a pure state p = |u)(u| (v € H, [ju||g = 1). Consider the measurement Mgz (¥ (Or ®
O¢), Siy)). Then, we see that

(C) the probability that a measured value (z, A) obtained by the measurement Mg (¥ (Op ®

O¢), Sjy) belongs to = x {Ag} is given by

T, [(|Ju) () (F(E) @ GHAI] = 1, ([ ul, U(F(E) @ G{A})) ya
=rvoi (L)), F(2) @ G({Ao}) par) = Traex (T (Ju) () (F(E) @ G({Ao}))]
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=T [(1 ) (Pru® ex)) (Y (Pru @ ex)])(F(E) ® exg)ex )]

AEA AEA
=(P\u, F(E)Pyu) (V=2€9)

( In a similar way, the same result is easily obtained in the case of (7)).

Thus, we see the following.
(Dy) if 2= X, then

Tr, [(Ju) (u) W(F(X) @ G({Ao}))] = (Pagu, Pryu) = || Proul® (11.14)

(D2) in case that a measured value (x, \) belongs to X x {\}, the conditional probability such
that x € = is given by

F(E)”Qﬁ» (VE € ) (11.15)

<P)\OU,F(E)P/\OU> < _ < P)\OU
[ Proul? [ Pyoull’

where it should be recalled that O is arbitrary. Also note that the above (i.e., the projection
postulate (D)) is a consequence of Axioms 1 and 2.

Considering the correspondence: (A) < (D), that is,
MB(H)(OP7 S[p]) (OI“7 meaningless MB(H)(OF X OP,SM) ) <~ MB(H)(\I/(OF X Og), S[p]),

namely,

(11.9) < (11.14), (11.11) < (11.15)

there is a reason to assume that the true meaning of the (A) is just the (D). Also, note the
taboo phrase “post-measurement state” is not used in (Dy) but in (As). Hence, we obtain

the answer of Problem 1 (i.e., ¥(Or ® O¢) ).

Postulate 11.6. [Projection postulate] In the sense of the (Dg), the statement (Asg) is often

used. That is, we often say:

E) When a measured value )y (€ A) is obtained by the measurement Mp ) (Op :=(A, 2}, P),
(H)
Sip)), the post-measurement state ppost is given by

o PA0|U> <U|P)\o

— 12/ 717 Ao 11.16
ppOSt HP/\OUH2 ( )
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Remark 11.7. So called Copenhagen interpretation may admit the post-measurement state

(cf. [20]). Thus, in this case, readers may think that the post-measurement state is equal to
Pyglu){ulPrg
| Prgull?

, which is obtained by the (Ds) ( since O is arbitrary). However, this idea would not
be generally approaved. That is because, if the post-measurement state is admitted, a series of
problems occur, that is, “When is a measurement taken?”, or “When does the wave function
collapse happen?”, which is beyond Axioms 1 and 2. Hence, the projection postulate is usually
regarded as “postulate”. On the other hand, in the linguistic interpretation, the projection
postulate is completely clarified, and therefore, it should be regarded as a theorem. Recall the
Wittgenstein’s words: “The limits of my language mean the limits of my world”, or “What we

»

cannot speak about we must pass over in silence.
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11.3 de Broglie’s paradox(non-locality=faster-than-light)

In this section, we explain de Broglie’s paradox in B(L?*(R)) (c¢f. §2.10tde Broglie’s paradox
in B(C?) ).
PUttlng q= (qh q2, Q3) € R37 and
0?9 0P
Vi= S+ 5+
o " 0@ g

consider Schrodinger equation (concerning one particle):

'hﬁ@z)( t) = _—h2v2+w )| (a,t) (11.17)
o\ BT o 4 4 '

where, m is the mass of the particle, V' is a potential energy.
In order to demonstrate in the picture, regard R as R. Therefore, consider the Hilbert

space H = L*(R, dq). Putting H; = H (t € R), consider the quantum basic structure:

[C(H) € B(H) € B(H)]

Equation 11.8. [Schrodinger equation]. There is a particle P (with mass m) in the box (that
is, the closed interval [0,2](C R)). Let py, = [14,)(V1,] € SP(C(H)*) be an initial state
(at time ) of the particle P. Let p, = |¢) (W] (to < t < t;) be a state at time ¢, where
vy = (-, t) € H = L*(R, dq) satisfies the following Schrodinger equation:

initial state:9)(-, o) = ¢y,
(11.18)
ihg(a.t) = |5 e + V(a.H)](a.)

Consider the same situation in §10.5, i.e., a particle with the mass m in the box (i.e., the

closed interval [0, 2]) in the one dimensional space R.

Vo(q)

Y(q,t)

- R
Figure 11.1(1)
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Now let us partition the box [0, 2]] into [0, 1]] and [1,2]. That is, we change V5(q) to Vi(q),

where

(11.19)

wZ(Q7 t)  ~

>
>

¢1 (qv
0 1 2 Figure 11.1(2)

Next, we carry the box [0, 1] [resp. the box [1, 2]} to New York (or, the earth) [resp. Tokyo
(or, the polar star)].

New York Tokyo
a(q, t1)
V1(q, 1)
0 1 Figure 11.1(3) a+l a+2

Here, 1 < a. Solving the Schrodinger equation (IT.18]), we see that

wl('vtl) + ¢2('7t1) = Uto,t1¢t0

where Uy, 4, : L*(Ry,) — L*(Ry,) is the unitary operator. Define the causal operator @, :
B(L*(Ry,)) = B(L*(Ry,)) by

Ci i (A) = Uy, AUy (VA € B(L*(Ry,)))
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Put T = {to,t1}. And consider the observable O = (X = {N,T.E},2X F) in B(L*(Ry,))

(where “N”=New York, “T”=Tokyo, “E”=elsewhere ) such that
1 a+1<g<a+2

FUNDIO ={ ¢ oete + FATDIO ={ § Gt s ,

[F{ED) =1 = [FUNDI(g) = [FHTHI(a)-

Hence we have the measurement Mp(r2(r,,)) (@to,tlo, SWMMWO‘]).

Conclusion 11.9.
In Heisenberg picture, we see, by Axiom 1 ( measurement: [§2.7)), that

N
T | is obtained by the measurement

(A;) the probability that a measured value
E

MB(LZ(RtO)) <<I>t07t10, S[Wtoﬂwto\]) is given by

(ttgs @ PN Yo = Jy ltn(a, 1) P
<ut07 (Dto-hF({T})uto) - faajl WJQ(Qv t1)|2dq
<ut07 ®t0-t1F({E})uto> =0

Also, In Schrodinger picture, we see Axiom 1 ( measurement: [§2.7)), that

N
T | is obtained by the measurement

E
)]> is given by

(Ag) the probability that a measured value

Mar2(gy,)) <O7 34 4, (b10) |

Tr q);ko,t1<|¢to><1/)to|) ’ F({N})> = <Ut0,t1wto7F({N})Uto,tlwto> = fol ‘wl(% t1)|2dq
Tr CD;O,n(‘wtontoD F({T})> = <Ut0,t1wt07F({T})Utoytlwm) = faajf ’wQ(qvtl)qu

Tr (bro,t1(|wto><¢to|) ’ F({E})> = <Uto7t1wto7F({E})Ut07t1wto> =0

Note that the probability that we find the particle in the box [0,1] [resp. the box [a +
1,a+ 2]] is given by [; |v1(q,t1)|*dg [resp. [ [¥2(g, t1)|*dg]. That is,

(A1)=(A2)

Remark 11.10. In the above, assume that we get a measured value “N”, that is, we open the
box [0, 1] at New York. And assume that we find the particle in the box [0,1]. Then, in the

sense of Postulate [11.6, we say that at the moment the wave function 15 vanishes. That is,
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New York Tokyo
) “Vanish’
¢1 (q7 Z51
0 1 a+1 a+2

Figure 11.1(4) (The wave function after measurement)

where

/ (g, )
e ) = T

Thus, we may consider “the collapse of wave function” such as

P1(e, 1) + a(e ) Vi(-, 1) (11.20)

the collapse of wave function

Also, note that New York [resp. Tokyo} may be the earth [resp. the polar star}. Thus,

e the above argument (in both cases (A;) and (A,)) implies that there is something faster

than light.

This is called “the de Broglie paradox”(cf. [12) 68]). This is a true paradox, which is not

clarified even in quantum language.
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11.4 Quantum Zeno effect

This section is extracted from

e Ref. [39]: S. Ishikawa; Heisenberg uncertainty principle and quantum Zeno effects in the

linguistic interpretation of quantum mechanics  (arXiv:1308.5469 [quant-ph| 2014 )

11.4.1 Quantum decoherence: non-deterministic sequential causal
operator

Let us start from the review of Section[10.6.2] (quantum decoherence). Consider the quantum

basic structure:
[C(H) € B(H) € B(H)]
Let P = [P,]32, be the spectrum decomposition in B(H), that is,

[o.¢]
P, is a projection, and, Z P, =1

n=1
Define the operator (Vp), : Tr(H) — Tr(H) such that

[e.9]

(820 = Y|Pl (e

Clearly we see _

(o, ().l (ul)o) = (o <§;\Pu (Pulyo fjr 1PaP20  (Vuwe )
and,

Ta((@p), () )

—Trnzlwu (Pl :giuek,mw:ni:npnuu?:||u||2 (Vu € 1)

And so, o _
(U6). (T, (H)) € Tr (1)

Therefore,

(£) Yp(= ((¥p).)*): B(H) — B(H) is a causal operator, but it is not deterministic.


http://arxiv.org/abs/1308.5469
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In this note, a non-deterministic (sequential) causal operator is called a quantum deco-

herence.

Example 11.11. [Quantum decoherence in quantum Zeno effect ¢f. [36]]. Further consider a

causal operator (V5?!), : Tr(H) — Tr(H) such that

1HAL 1HAL

uy(em noul (Vue H)

(05" (lu){ul) = le”

where the Hamiltonian H (cf. (10.22)) ) is, for example, defined by

Let P = [P,]22; be the spectrum decomposition in B(H), that is, for each n, P, € B(H) is

a projection such that
Sh -
n=1
Define the (Up), : Tr(H) — Tr(H) such that
(Up),(|u)(u]) = Z|Pu (Pou| (Vu e H)
Also, we define the Schrodinger time evolution (V4?), : Tr(H) — Tr(H) such that

1HAL 13

uy e h | (Vu € H)

(U5")(Ju)(ul) = le”

where H is the Hamiltonian (10.21). Consider ¢ = 0,1. Putting At = -, H = Hy = H;, we
can define the (<I>( )) : Tr(Hy) — Tr(H;) such that

(@) = (™M) (Tp) )™

which induces the Markov operator @é{\{) : B(Hy;) — B(H,) as the dual operator @é{\{) =
((@é{\p)*)*. Let p = [¢)(¢| be a state at time 0. Let Oy :=(X,F, F') be an observable in B(H;).

Then, we see

B(Hy) — B(Hy)
20,1 0; :=(X,7.F)

Thus, we have a measurement:
N
MB(H0)<(I)((),1)017 S[P])

(‘or more precisely, MB(HO)(tbé{\{)O =(X, 9, CIDéf\lf)F), Siwyw) )- Here, Axiom 1 ([§2.7) says that
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(A) the probability that the measured value obtained by the measurement belongs to Z(€ F)
is given by

Te(je) (¥ - DY F(Z)) (11.21)

Now we shall explain “quantum Zeno effect” in the following example.

Example 11.12. [Quantum Zeno effect] Let ¢ € H such that ||¢|| = 1. Define the spectrum

decomposition
P = [Pi(= [v)(¢]), B(= 1 — P1)] (11.22)
And define the observable Oy :=(X,J, F') in B(H;) such that
X ={z1, 22}, F=2%
and

F({a1}) = [0){0l(= Pr), F({wa}) = I = [9)(0l(= ),

Now we can calculate (IT.21I))(i.e., the probability that a measured value x; is obtained) as

follows.

[L21) = (¢, (T™)(We)) N ([0 (w]))
> (e www ein )|V
H

(e,
~ (1= 3 IR — I, Co ) =1
(]V—>oo) (11.23)

Thus, if N is sufficiently large, we see that
N
M (i) (26101, Siyui)) & Ma(izy) (2101, Sju)un)
(where ®; : B(H,) — B(H)) is the identity map)

= M) (O1, Sy ()

Hence, we say, roughly speaking in terms of the Schrédinger picture, that

the state |¢)(y| does not move.
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Remark 11.13. The above argument is motivated by B. Misra and E.C.G. Sudarshan [60].
However, the title of their paper: “The Zeno’s paradox in quantum theory” is not proper. That

is because

(B) the spectrum decomposition P should not be regarded as an observable (or moreover,

measurement).

The effect in Example [11.12 should be called “brake effect” and not “watched pot effect”.
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11.5 Schrodinger’s cat, Wigner’s friend and Laplace’s
demon

11.5.1 Schrodinger’s cat and Wigner’s friend

Let us explain Schrodinger’s cat paradox in the Schrodinger picture.

Problem 11.14. [Schrédinger’s cat]

(a) Suppose we put a cat in a cage with a radioactive atom, a Geiger counter, and a poison
gas bottle; further suppose that the atom in the cage has a half-life of one hour, a fifty-
fiftty chance of decaying within the hour. If the atom decays, the Geiger counter will
tick; the triggering of the counter will get the lid off the poison gas bottle, which will
kill the cat. If the atom does not decay, none of the above things happen, and the cat

will be alive.

poison gas

. Geiger counteq

@ radioactive ftom

Figure 11.2: Schrodinger’s cat

Here, we have the following question:

(b) Ts the cat dead or alive after 1 hour (= 60% seconds ) ?

Of course, we say that it is half-and-half whether the cat is alive. However, our problem

is

Clarify the meaning of “half-and-half”

ANote 11.1. [Wigner’s friend]: Instead of the above (b), we consider as follows.
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(b’) after one hour, Wigner’s friend look at the inside of the box, and thus, he knows whether
the cat is dead or alive after one hour. And further, after two hours, Wigner’s friend
informs you of the fact. How is the cat ?

This problem is not difficult. That is because the linguistic interpretation says that ”the moment
you measured” is out of quantum language. Recall the spirit of the linguistic world-view (i.e.,
Wittgenstein’s words) such as

The limits of my language mean the limits of my world
and

What we cannot speak about we must pass over in silence.

11.5.2 The usual answer

Answer 11.15. [The first answer to Problem11.14{i.e., the pure state, projection postulate ).
Put q = (q11, 12, 13, 421, 422, @23, - - - , G5 Gn2, Gn3) € R¥". And put

0? 0? 0?
2 __
Vi= 3%21 * 0‘]2‘22 - aQi23

Consider the quantum system basic structure:

(C(H) C B(H) C B(H)] ( where, H = L*(R*",dq) )

And consider the Schrédinger equation (concerning n-particles system):

ihgu(a,t) = [ i 52V 4 V(a,t)]v(a,)
(11.24)

Yo(q) = 1(q,0) : initial condition

where, m; is the mass of a particle P;, V is a potential energy.
If we believe in quantum mechanics, it suffices to solve this Schrédinger equation (I1.24)). That

is,

(A1) Assume that the wave function (-, 60%) = U gp2t)o after one hour (i.e., 60% seconds) is
calculated. Then, the state pgo2 (€ Trt,(H)) after 60% seconds is represented by

peoz = |Y02) (Y602 | (11.25)

(where, g02 = (-, 602)).

Now, define the observable O = (X = {life, death}, 2%, F') in B(H) as follows.
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(As) that is, putting

Vhfe(g H) = {u € H | “ the state ‘”>7|2‘ & “cat is alive”}

Vieath (S H) = the orthogonal complement space of Vs,
—{ue H | (uv)=0 (Vo€ Vig))

define F'({life})(€ B(H)) is the projection of the closed subspace Vj;f and F({death}) =
I — F({life}),

Here,

(A3) Consider the measurement Mgy (O = (X,2%, F), Sipeoz). The probability that a mea-
[ life . o
sured value | death ] is obtained is given by

Tr(H) \ P602, ({hfe})) = (o2, F'({life})ego2) = 0.5
Tr(H) | P6025 F({death})>B(H) = (Ye02, F'({death})igp2) = 0.5

Therefore, we can assure that
1
Yooz = E(@/’hfe + Ydeath) (11.26)
(where, ¥ig € Viste: 1¥0igell =1 Ygeath € Vdeath: [¥deatnll = 1)
Hence. we can conclude that

(A4) the state (or, wave function) of the cat (after one hour ) is represented by (11.26]), that
is,

“Fig~(ﬂ1)”"‘“Fig-(ﬁQ)”

NG
Fig. (ﬂl) ~ Vlife Fig. (ﬁ2 Ydeath
|
‘poipon gas
|
poiso gas click!
. Geiger countey Gelger countey
@ radioactive ftom l ‘ radloactlve tom

Figure 11.3: Schrodinger’s cat(half and half)
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And,

(As) After one hour (i.e, to the moment of opening a window), It is decided “the cat is dead”

or “the cat is vigorously alive.” That is,

14 b 1
half-dead ( = 5 (Wtife + ¥Ydeath? (V1ife + ¢death\)>

in the sense of Postulate [11.6] ( precisely speaking, by the misunderstanding of Postulate
11.6)),

“alive” (= [Vyige) (Viife])

to the moment of opening a window .

the collapse of wave function

“dead” (: ’¢death> W’death D

11.5.3 The answer by quantum decoherence

Answer 11.16. [The second answer to ProblemI1.14 (i.e., decoherence)].

In quantum language, the quantum decoherence is permitted. That is, we can assume that

(B1) the state pj,. after one hour is represented by the following mixed state

, 1
Peo2 = 2 <|¢life><¢life| + |¢death><¢death|>

That is, we can assume the decoherent causal operator @02 : B(H) — B(H) such that
(Po,602)+(p0) = P2

Here, consider the measurement Mg (0O = (X, 2%, F), Sypfq2]), or, its Heisenberg picture

M () (Po,6020 = (X, 2%, g 602 F), Sipp]). Of course we see:
Bs) The probability that a measured value life is obtained by the measurement,
Y death Y
M) (Po,6020 = (X, 2%, Dy 602 F), Sipp]) is given by

Tr(H) \ PO, ¢0,602F({life})>B(H) = (@/1/602aF({hfe})¢602> =0.5
Tr(H) | PO, @0,602F<{death})>B(H) = Wéoza F({death})ysp2) = 0.5

Also, “the moment of measuring” and “the collapse of wave function” are prohibited in the

linguistic interpretation, but the statement (Bj) is within quantum language. ]
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Summary 11.17. [Schrédinger’s cat in quantum language)|
Here, let us examine

Answer11.15] :(A5) v.s. Answerl11.16 :(B>)

(Cy) the answer (Aj) may be unnatural, but it is an argument which cannot be confuted,

On the other hand,

(Cy) the answer (Bsg) is natural. but the non-deterministic time evolution is used.

Since the non-deterministic causal operator (i.e., quantum decoherence) is permitted in quan-
tum language, we conclude that

(C3) Answer11.16%(B;) is superior to Answer11.15:(A;)

For the reason that the non-deterministic causal operator (i.e., quantum decoherence) is
permitted in quantum language, we add the following.
e If Newtonian mechanics is applied to the whole universe, Laplace’s demon appears.

Also, if Newtonian mechanics is applied to the microworld, chaos appears. This kind

of supremacy of physics is not natural, and thus, we consider that these are out of “the

limit of Newtonian mechanics”

And,

e when we want to apply Newton mechanics to phenomena out of “the limit of Newtonian
mechanics”, we often use the stochastic differential equation (and Brownian motion). This

approach is called “dynamical system theory”, which is not physics but metaphysics.

’Newtonian mechanics‘ out of the hm1ts> dynamical system theory; statistics‘

physics linguistic turn metaphysics

In the same sense, we consider that quantum mechanics has “the limit”. That is,
e Schrodinger’s cat is out of quantum mechanics.

And thus,

e When we want to apply quantum mechanics to phenomena out of “the limit of quantum

mechanics”, we often use the quantum decoherence. Although this approach is not physics

but metaphysics, it is quite powerful.

- out of the limits
quantum mechanics > | quantum language

linguistic turn motaphysics

physics
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ANote 11.2. If we know the present state of the universe and the kinetic equation (=the theory of
everything), and if we calculate it, we can know everything (from past to future). There may be
a reason to believe this idea. This intellect is often referred to as Laplace’s demon. Laplace’s
demon is sometimes discussed as the realistic-view over which the degree passed. Thus, we

consider the following correspondence:

Schrodinger’s cat in Answer [11.15

Laplace’s Demon —
quantum mechanics

Correspondence

Newtonian mechanics
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11.6 Wheeler’s Delayed choice experiment: “Particle or
wave?” is a foolish question

This section is extracted from

(2) [44] S. Ishikawa, The double-slit quantum eraser experiments and Hardy’s paradoz in the

quantum linguistic interpretation, larxiv:1407.5143|quantum-ph],( 2014)

11.6.1  “Particle or wave?” is a foolish question

In the conventional quantum mechanics, the question: “particle or wave?” may frequently
appear. However, this is a foolish question.
On the other hand, the argument about the “particle vs. wave” is clear in quantum language.

As seen in the following table, this argument is traditional:

Table 11.1: Particle vs. Wave in several world-views (c¢f. Table 2.1, Table [3.1))

’ World-views \ P or W H Particle(=symbol) ‘ Wave(= mathematical representation ) ‘
Aristotle hyle eidos
Newton mechanics point mass state (=(position, momentum))
Statistics population parameter
Quantum mechanics particle state (=~ wave function)
Quantum language system (=measuring object) state

In the table 11.1, Newtonian mechanics (i.e., mass point <> state) may be easiest to understand.
Thus, “particle” and “wave” are not confrontation concepts.

Concerning “particle or wave”, we have the following statements:
(A;) “Particle or wave” is a foolish question.
(As) Wheeler’s delayed choice experiment is related to the question “particle or wave”
If so, it may be interesting to answer the following:
(A3) How is Wheeler’s delayed choice experiment described in terms of quantum mechanics?

This is the purpose of this section. And we answer it in the conclusion (H).


http://arxiv.org/abs/1407.5143
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11.6.2 Preparation

Let us start from the review of Section 2.10 (de Broglie paradox in B(C?))

Let H be a two dimensional Hilbert space, i.e., H = C2. Consider the basic structure

[B(C*) € B(C?) C B(C?)

Let fi1, fo € H such that

Put

it fe
V2

Thus, we have the state p = |u)(u| (€ &(B(C?))).
Let U(€ B(C?)) be an unitary operator such that

1 0
U= |:0 61'71'/2:|

and let ® : B(C?) — B(C?) be the homomorphism such that

u

®(F)=U*FU  (VF € B(C?)

Consider two observable O; = ({1,2},2{:% F) and O, = ({1,2},21?},G) in B(C?) such
that

F{1Y) = [f(fl FE2Y = [f2)(f2]

and

G({1}) = lg){ol, G({2}) = lg2)(gal

where

g:f1+f2 g:fl_fQ
1 Vol 2 G
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11.6.3 de Broglie’s paradox in B(C?) (No interference)

half mirror 1

u= 5 (fi+f2) .. course 1 \/Lifl mirror 1
Photon P | "=
course 2 % fo \/Li f
Vg
\ “75 )2
AS L2 ) Da(= (If2)(£:]))
mirror 2 photon detector)
L5

Dy (= (|f1){f1])

(photon detector)
Figure 11.4(1). [D; + D;]=0ObservableO;

Now we shall explain, by the Schrodinger picture, Figure 11.4(1) as follows.
The photon P with the state u = \%(ﬁ + f2) ( precisely, p = |u)(u| ) rushed into the

half-mirror 1,

(By) the fi part in u = \%( f1+ f2) passes through the half-mirror 1, and goes along the course
1. And it is reflected in the mirror 1, and goes to the photon detector D;.

(By) the fo part in u = \/Li(f 1 + f2) rebounds on the half-mirror 1 (and strictly saying, the fo
changes to /—1fs, we are not concerned with it ), and goes along the course 2. And it

is reflected in the mirror 2, and goes to the photon detector Ds.
This is, by the Heisenberg picture, represented by the following measurement:
Mp(c2)(®Oy, 55) (11.27)

Then, we see:

a measured value 1
a measured value 2

[ itz = o ] - |

(C) the probability that [ } is obtained by Mp(c2)(®Oy, Sy,)) is given by

N[ =D [ =

] (11.28)
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Remark 11.18. [Projection postulate] By the analogy of Section 11.2 ( The projection postulate
), Figure 11.4(1) is also described as follows. That is, putting e; = {(1)} and ey = {(1)] (e C?),
we have the observable Or = ({1,2},2{%?} E) in B(C?) such that E({1}) = |ei){e; and
E({1}) = |e1)(e1. Hence,

half mirror 1

u=y3(fitf2) ", course 1 T i®e mirror 1
Photon P | "=
course 2 %fg@&g %fl@el
i V-1 V-1
N e 212922 5 (= (0 @ [e2)ea])
mirror 2 (photon detector)
\%fl®€1

Di(= (Of @ler){er]))

Y
et (photon detector)

Figure 11.4(1"). [D1 + D5]=0; ® Op

Thus, using the Schrodinger picture, in the above figure we see:

v—1
fi®er + —= fa®esy

V2

1 1
u=—(f1 + f: s —
2( ' 2) time evolution V2

which may imply that spacetime and quantum entanglement are related.

11.6.4 Mach-Zehnder interferometer (Interference)

Next, consider the following figure:
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half mirror 1

u=5(N1+f2) '-_.course 1 %fl irror 2
Photon P | "=
course 2 % fo %f 1
Ef . O
' 2
N Y D= (g){au])
mirror 1 half mirror 2| (photon detector)
SN

Dy (= (lg2)(92]))
V(photon getegtor)

Figure 11.4(2). [D; + Dy]=ObservableO,
Now we shall explain, by the Schrédinger picture, Figure 11.4(2) as follows.
The photon P with the state u = \%(ﬁ + f2) ( precisely, p = |u)(u| ) rushed into the

half-mirror 1,

(Dy) the f; part in u = \/Li(fl + f2) passes through the half-mirror 1, and goes along the course
1. And it is reflected in the mirror 1, and passes through the half-mirror 2, and goes to

the photon detector D;.

(D) the fy part in u = \/Lﬁ(fl + f2) rebounds on the half-mirror 1 (and strictly saying, the
f2 changes to /—1f5, we are not concerned with it ), and goes along the course 2. And
it is reflected in the mirror 2, and further reflected in the half-mirror 2, and goes to the

photon detector Ds.
This is, by the Heisenberg picture, represented by the following measurement:
Mpc2)(9*Oy, Si) (11.29)

Then, we see:

a measured value 1

(E) the probability that [ a measured value 2

} is obtained by Mpcz2)(®20,, S},) is given by

[asciaa] = [loevos] = 1
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11.6.5 Another case

Consider the following Figure 11.4(3).

half mirror 1

u=-(fi+f2) = 1 mirror 2
V2 . 1 f
s i L L L Y.L Di(= ([f1){f:])
Photon P | "= (photon detector)
course 2 % fa
V-1 .
\ SRk 3
N , .,
mirror 1 half mirror 2
L,

Dy(= ([f2)(f2
e (photon( ’deiéct(‘))r))

Figure 11.4(3). [Dy + D;]| =ObservableO;
Now we shall explain, by the Schrédinger picture, Figure 11.4(3) as follows.
The photon P with the state u = \%(ﬁ + fo) ( precisely, p = |u)(u| ) rushed into the

half-mirror 1,

(F1) the f; part in u = \/Li(f 1+ f2) passes through the half-mirror 1, and goes along the course
1. And it reaches to the photon detector D;.

(Fg) the f; part in u = \/Li( fi1 + f2) rebounds on the half-mirror 1 (and strictly saying, the f,
changes to v/ —1fs, we are not concerned with it ), and goes along the course 2. And it
is again reflected in the mirror 1, and further reflected in the half-mirror 2, and goes to

the photon detector Ds.

This is, by the Heisenberg picture, represented by the following measurement:
Mpc2)(®°Oy, S)y)) (11.30)

Therefore, we see the following:

measured value 1
measured value 2

(G) The probability that [

is given by

e weriian) = o oo = looe i = |

} is obtained by the measurement Mpc2)(®*Oy, Sj,)

|

NI
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Therefore, if the photon detector D; does not react, it is expected that the photon detector

Dy reacts.

11.6.6 Conclusion

The above argument is just Wheeler’s delayed choice experiment. It should be noted that
the difference among Examples in §11.5.3 (Figure 11.4(1))— §11.5 (Figure 11.4(3)) is that of the

observables (= measuring instrument ). That is,

§11.5.3 (Figure 11.4(1)) 0,
Heisenberg picture

§11.5.4 (Figure 11.4(2)) P20,
Heisenberg picture

§11.5.5 (Figure 11.4(3)) 20,

Heisenberg picture

Hence, it should be noted that

(H) Wheeler’s delayed choice experiment —“after the photon P passes through the half-
mirror 1, one of Figure 11.4(1), Figure 11.4(2) and Figure 11.4(3) is chosen” — can not

be described paradoxically in quantum language.

However, it should be noted that the non-locality paradox (i.e., “there is some thing faster than

light”) is not solved even in quantum language.

ANote 11.3. What we want to assert in this book may be the following:

(#) everything (except “there is some thing faster than light”) can not be described paradox-
ically in terms of quantum language



KSTS/RR-16/001
January 8, 2016

306 Chapter 11 Simple measurement and causality
11.7 Hardy’s paradox

In this section, we shall introduce the Hardy’s paradox (cf. ref.[16]) in terms of quantum
language!.
Let H be a two dimensional Hilbert space, i.e., H = C% Let fi, f2, g1, g2 € H such that

flzf{: [(1)}: fzzféz [(1)], 912912]01\}%]627 92=9§:f1\;§f2

Put

u:ﬁ\gﬁ(:gl)

Consider the tensor Hilbert space H ® H = C?* ® C? and define the state p such that
,_ht i+ h
V2 V2

As shown in the next section (e.g., annihilation (i.e., f; ® f; — 0), etc.), define the operator

P:C?®C? - C? ® C? such that

p=lu®u)(uxd|

T=u®u ®

Plon1fi®d i+ anfi®@ fotanfo® fi+anfo® fr) =—anfi® fo—anfo® fi + aafe® fo

Here, it is clear that

P2(0411f1 R fitanfi®fitanfo® fi+anf® fo) =afi ® for+anfo® fi +anfo® f

hence, we see that P?: C* @ C?* — C? ® C? is a projection.
Also, define the causal operator ¥ : B(C? ® C2) — B(C?® C?) by
U(A)=PAP  (Ae B(C*®C?)
Here, it is easy to see that U : B(C?* ® C?) — B(C? @ C?) satisfies

(Ay) U(A*A) >0 (VA e B(C2® C?))

)

(A2)

Since it is not always assured that U(I) = I, strictly speaking, the ¥ : B(C2®C?) — B(C2®C?)

(I) = P?

is a causal operator in the wide sense.

IThis section is extracted from

(8) [@4] S. Ishikawa, The double-slit quantum eraser experiments and Hardy’s paradox in the quantum lin-
guistic interpretation, larxiv:1407.5143[quantum-phl,( 2014)


http://arxiv.org/abs/1407.5143

KSTS/RR-16/001
January 8, 2016
11.7 Hardy’s paradox 307

11.7.1  Observable O, ® O,

Consider the following figure

Positron P’ \/ii(f{ + f})

— 1 ,
.Y course 2’ %f 5 mirror 2
half mirror=1’
course 1/ | L f Ve
half mirror 1 ﬁf_l 5 V2 2 D= (190 )
L(flJer).. 1 1 1rror 2= {191/\91
R "w COUTse ‘/ifl ?S\ o A (Detector)
Electron P . \ if no allnlhllamon,'vé.fl . )
. / . .
M= mirror 1 half mirror 2
course 2 V2 f2 if no annihilation,
L
, Nay, . Dy(= (lg3){(92]))
\ 2 /2 " - ) et (Detector)
mirror 1 half mirror 2| Ds(= (|g1){(g1]))
(Detector)
Y D (=
v 1(= (lg2)(g21))

(Detector)
Figure 11.5(1). Electron P and Positron P’ are annihilated at ®

In the above, Electron P and Positron P’ rush into the half-mirror 1 and the half-mirror 1’

respectively. Here, “half-mirror” has the following property:

o (= =10

vl h=

L, . . [
[0]( fi=1) pass through half-mirror

0 /
HIGEE
be reflected in half-mirror, and x+/—1

Assume that the initial state of Electron P [resp. Positron P’] is 81 f1+ Baf2 [resp. 511+ B5f3].
Then, we see, by the Schrodinger picture, that

(Bufr + Bafo) @ (BLfL + Bofy) = BiBifir @ fi + BiBafi @ fo + BaBBifo @ f1 + B2BBofoa ® fo

—_—

(half-mirror)
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BiBLfL @ fi+ V=1B1ByfL @ [y + V=181 fo @ f1 — BoBsfo @ f5

(annihilation(i.e., f1 ® f] =0))

J—_lﬁlﬁéfl ® fo+ \/—_15251f2 ® fi — Pafafa @ fo

(second half-mirror)
—B1Bof1 ® [ — BoBrif2 ® [+ BoBofa @ [y
The above is written by the Schrodinger picture W, : Tr(C2? @ C2) — Tr(C2 ® C2). Thus,
we have the Heisenberg picture (i.e., the causal operator ) ¥ : B(C? ® C2) — B(C2 @ C2) by

U= (T,)"
Define the observable O, = ({1,2} x {1,2},2(t2x{12} [ ) in B(C? @ C2) by the tensor

observable O, ® O,, that is,

Hoyy({(1,1)}) =91 @ 1) (g1 @ 1], Hyg({(1,2)}) = |g1 ® g2){01 ® g,
Hyy({2. D)) = lg2 ® 1) (g2 @l Hyg({(2,2)}) = |92 ® 92){g2 ® g2

Consider the measurement:

Mpc2ec) (P0y4, Siz) (11.31)
Then, the probability that a measured value (2,2) is obtained by M B(@@Cz)(\ffa, Sip) is given
by

(u®u, PHye({(2,2)})P(u @ u))
:K(fl —f)(fi—f),idft+ fo®fi +f2®f2>’2
16
1

Jm®ﬁ—ﬁ®ﬁ—h®ﬁ+ﬁ®ﬁ,ﬁ®h+ﬁ®ﬁ+b®MP:_
16 16

Also, the probability that a measured value (1,1) is obtained by M B(@z@)(cz)(\fl@gg, Sip)) is given
by

(u@u, PHyg({(1,1)}) P(u® u))
Hfi+ )R (it fo), i@ fat fo® fi+ fo® fa)|?
16
:|<f1®f1+f1®f2+f2®f1+f2®f2, [®fat o @ fi+ fa® fo)]? :3

16 6

1
Further, the probability that a measured value (1,2) is obtained by M B(@@Cg)(@ﬁgg,sﬁ) is

given by

(u® u, PHyy({(1,2) )P (u @ u))
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(it f)@(fri—f) i®fat 2@ fi+ fo® fo)l

16
:‘<f1®f1—f1®f2+f2®f1—f2®f27 i@t fo® fi+ fo® fo)? _ 1
16 16
Similarly,
(@, PHyy({(2, 1)) Plu @ u)) =

Remark 11.19. Note that

1+9+1+1—3<1
16 16 16 16 4

which is due to the annihilation. Thus, the probability that no measured value is obtained by

the measurement M B((C2®(C2)(\/I}6, Siz) is equal to 1.

11.7.2 The case that there is no half-mirror 2’

Consider the case that there is no half-mirror 2/, the case described in the following figure:

Positron P %(f{ + f5)

. /
.V course 2’ %f 5 wirror 2
half mirrof=1’
course 1/ | L f/ Ly
half mirror 1 ﬂf,l 9 v f2 DI( (|f/><f/|))
I (fitfa)e 1 irror =
vsf1tf2) -, _course 1 751 ! g Q(Detec}cor)l
Electron P | ™= \ N if no a1'11'1111ilat101'1,71f fi )
oI mirror 1’
course 2 Rk if no annihilation,
i
, V-1 . Di(= (1/5)(f3])
\\ WoRL . . ) \J (Detector)
mirror 1 half mirror 2| Do (= (|g1){a11))
(Detector)
Y D (=
v 1(= (lg2){g2l))

(Detector)
Figure 11.5(2). Electron P and Positron P’ are annihilated at ®
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Define the observable 6gf = ({1,2} x {1,2}, 2t0:2px{1.2} ﬁgf) in B(C? ® C?) by the tensor
observable O, ® Oy, that is,

Hyy ({1, DY) = g1 @ fil{gr @ i, Hyr({(1,2)}) = |1 @ fo) (g1 © fol,
Hy ({2, 1)) = g2 @ fi){g2 @ fil,  Hyp({(2.2)}) = lg2 ® f2) (g2 @ fol

Since the causal operator U : B(C2®C2) — B(C2®C2) is the same, we get the measurement:
MB((C2®(C2)(\I/ng7 S[ﬁ]) (1132)

Then, the probability that a measured value (2, 2) is obtained by Mpc2gc2) (@69 7,515 1s given
by

(uw®u, PHyp({(2,2)}) P(u®w))

:|<(f1—f2)®f2,f1®f2+f2®f1+f2®f2>|2 _ 0
8

Also, the probability that a measured value (1,1) is obtained by M B(@@Cz)(@ﬁg >5[ is given
by

(u®u, PHyp({(1,1)}) P(u®u))

(Nt )@ N® Lt @+ 1
8

Further, the probability that a measured value (1,2) is obtained by M B(CQW)(@Ggf, Sip) is

given by
(u@u, PHy({(1,2)}) P(u @ u))
KA+ i@kt LA+ M) 4
B 16 -3
Similarly,

(u®u, PHyp({(2,1)}) P(u®u))
(Ah-f)ehheh+theht+fhef)? 1

8 8

Remark 11.20. It is usual to consider that “Which way pass problem” is nonsense. It should
be noted that, in the Heisenberg picture, the observable (= measuring instrument ) does not

only include detectors but also mirrors.
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11.8 quantum eraser experiment
Let us explain quantum eraser experiment(cf. [71]). This section is extracted from

(#) [44] S. Ishikawa, The double-slit quantum eraser experiments and Hardy’s paradoz in the

quantum linguistic interpretation, arxiv:1407.5143[quantum-phl,( 2014)

11.8.1 Tensor Hilbert space

Let C? be the two dimensional Hilbert space, i,e., C? = { {zl} | 21,290 € (C}. And put
2

el el

Here, define the observable O, = ({—1,1},2{= F,) in B(C?) such that

rn -5y ] meem=3[L 7

Here, note that

E({1)e = 5o +e), E({1D)es = g(er +e2)

F({-1)er = e~ ), F{=1))e = 5(—er )

Let H be a Hilbert space such that L?*(R). And let O = (X,J, F) be an observable in
B(H). For example, consider the position observable, that is, X = R, F = Bg, and

FEl0-{, EEes

Let u; and uy (€ H) be orthonormal elements, i.e., ||[u1||g = ||uz||z = 1 and (uy,us) = 0. Put
U = QU + Qols

where a; € C such that |ay|* + |ae]? = 1.
Further, define ¢ € C* @ H ( the tensor Hilbert space of C? and H) such that

Y =1 @ Uy + ages @ ug

where «; € C such that |aq|* + |ag|* = 1.


http://arxiv.org/abs/1407.5143
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11.8.2 Interference

Consider the measurement:

Mz c2em)(Oz @ O, Sjyy ) (11.33)
Then, we see:

(A;) the probability that a measured value (1,z)(€ {—1,1} x X)) belongs to {1} x Z is given
by

(v, (Fz({1}) ® F(2))v)
=(ave1 ® up + ages ® ug, (F({1} ® F(E)))(crer ® up + azes ® ug))

(aeg @ ug + agey ® ug, ar(eg + e2) @ F(ZE)uy + ag(er + e3) @ F(Z)us)

1
2
1
=— ‘051’2<U1, F(E)U1> -+ ’062‘2<'LL2, F(E)U2> + 51062<U1, F(E)U2> —+ 06162<UQ, F(E)U1>

2
1 _ — _ -
=5 <|a1|2<u1, F(Z)uy) + |as|*(ug, F(E)uy) + 2[Real part](ayos(us, F(:)u2>)>
where the interference term (i.e., the third term) appears.

Define the probability density function p; by

({1 FE)Y) =
/Epl(Q)dq = D) @ Do) (V= e F)

Then, by the interference term (i.e., 2[Real part](ajaq(us, F(Z)uz)) ), we get the following

graph.

4!

Figure 11.6(1): The graph of p,

Also, we see:

(Ay) the probability that a measured value (—1,z)(e {—1,1} x X) belongs to {—1} x = is
given by

=(age; ® up + age @ ug, (F({—1} @ F(2)))(aner ® ug + ases @ ug))
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1 -
§<0416’1 ® Uy + o€y ® Uy, (e — e2) ® F(E)uy + as(—e1 + e3) @ F(E)ug)
1 — — _ — _ —
= (\a1| (ur, F(Z)ur) + o] (s, F(E)us) — @an(ur, F(E)uz) — a1 (us, F(:)u1>)
1

— (lnPtus, FE)un) + [aaf*{uz, F(2)ua) — 2Real part] (@az{ur, F(2)u2))

where the interference term (i.e., the third term) appears.

Define the probability density function py by

W (B @ FEW) o
[Lptaa= B eny =T

Then, by the interference term (i.e., —2[Real part](@as(ui, F(Z2)us)) ), we get the following

graph.

D2

Figure 11.6(2): The graph of ps

11.8.3 No interference

Consider the measurement:

Mp(c2em)(0r @ O, Sy ) (11.34)
Then, we see

(A3) the probability that a measured value (u,z)(€ {1,—1} x X) belongs to {1, -1} x E is
given by

(v, (I ® F(E))Y)

=(a161 ® Uy + azes @ ug, (I @ F(Z))(are; @ uy + ages @ ug))

=(1e1 @ U1 + Qaey ® Ug, ey @ F(Z)us + anes @ F(Z)uy)
=laa [*(ur, F(E)ur) + |aa|*(ua, F(E)us)

where the interference term disappears.

Define the probability density function ps by

/: ps(a)dg = (0, I @ F(E))y) (V= € F)
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Since there is no interference term, we get the following graph.

P3 = P1+ P2

Figure 11.6(3): The graph of ps = p; + p2

Remark 11.21. Note that

(A3) = (A1)+(Ay)

no interference interferences are canceled

This was experimentally examined in [71].
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Chapter 12

Realized causal observable in general
theory

Until the previous chapter, we studied all of quantum language, that is,

(ﬁl):’ pure measurement theory ‘

(=quantum language)
[(pure)Axiom 1]
= ’pure measurement ‘ + ’ Causality “i‘ ’ Linguistic interpretation

(cf. 2.9 (cf. §10.3) (cf. §3.0)

[Axiom 2] [quantum linguistic interpretation]|

a kind of spell(a priori judgment) the manual to use spells

(#2) :’ mixed measurement theory ‘

(=quantum language)

[(mixed) Axiom (™) 1] [Axiom 2| [quantum Tinguistic interpretation]
= ’mixod measurement ‘ + ’ Causality ‘—l— ’Linguistic interpretation
(cf. §9.0) (cf. §10.3) (cf. §3.0)

~~

a kind of spell(a priori judgment) the manual to use spells

As mentioned in the previous chapter, what is important is

» to exercise the relationship of measurement and causality

In this chapter, we discuss the relationship more systematically.

12.1 Finite realized causal observable

In dualism (i.e., quantum language), [Axiom 2 (Causality) is not used independently, but is

always used with [Axiom 1| (measurement), just as George Berkeley (A.D. 1685- A.D.1753) said

(A1) To be is to be perceived.

315
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ANote 12.1. Note that Berkeley’s words is opposite to Einstein’s words:
(#3) The moon is there whether one looks at it or not.

in Einstein and Tagore’s conversation.

In this chapter, we devote ourselves to finite realized causal observable. ( For the infinite

realized causal observable, see Chapter [I4l) The readers should understand:

e ‘“realized causal observable” is a direct consequence of the linguistic interpretation, that

is,
Only one measurement is permitted.
Now we shall review the following theorem:
Theorem 12.1. [=Theorem [11.1:Causal operator and observable] Consider the basic structure:
[Ar C Ay C B(H)]  (k=1,2)

Let @5 : As — A; be a causal operator, and let Oy = (X, F, Fy) be an observable in As. Then,
0,50, = (X, T, 1 2F3) is an observable in A

Proof. See the proof of Theorem [11.1 O

In this section, we consider the case that the tree ordered set T'(¢y) is finite. Thus, putting
T(ty) = {to,t1,...,tn}, consider the finite tree (T'(ty), < ) with the root to, which is represented
by (I'={to,t1,...,tn},m: T\ {to} — T) with the the parent map . .

Definition 12.2. [(finite)sequential causal observable]  Consider the basic structure:
Ar € Ap © B(Hy)] (€ T(to) = {to,t1,+ -+ ,tu})

in which, we have a sequential causal operator {®;, ,, : A;,, — ﬁtl}(tht2)eTg (cf. Definition

10100 ) such that

(i) for each (t,t2) € T2, a causal operator ®, , : Ay, — Ay, satisfies that @y, ;, Py, 1, = Py, 4,
(V(t1,t2), Y(ta,t3) € Té) Here, ®;, : A; — A, is the identity.
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Dy 3
_ =1As: O
qjy[ﬂz:oz] <[ 31 O]
(I)Ol ﬁ O @274 [z4 04]
B / A1+ 04 ‘Qs_
[Ao : O :@ [Ag : O] [As : O3]
(1)07 [ﬁ7 . 07]

Figure 12.1 : Simple example of sequential causal observable

For each t € T, consider an observable O,=(X;, F;, F},) in A;. The pair {O¢}rer, { Pty 4,
Ay, — ﬁtl}(tm)eTg ] is called a sequential causal observable, denoted by [Or] or [Op,)].

That is, [Or] = [{6t}t€Ta {4, 0 Ay, — ﬁtl}(tm)eTg ]. Using the parent map 7 : T\ {to} — T,

— ':I:'7T Ot —
[O7] is also denoted by [Or] = [{O:}rer, {Ar —2% Ar her\ o))

Now we can show our present problem.

Problem 12.3. We want to formulate the measurement of a sequential causal observable[O]
= [{Ot}rer, { Pt 1o : Aty = Aty fty ta)er2 | for a system S with an initial state p,, (€ GP(Ay))).

How do we formulate this measurement?

Now let us solve this problem as follows. Note that the linguistic interpretation says that
only one measurement (and thus, only one observable) is permitted

Thus, we have to combine many observables in a sequential causal observable[Or] = [{O; }er,

{4, + As, — ﬁtl}(thtz)eﬁ |. This is realized as follows.

Definition 12.4. [Realized causal observable]

Let T(to) = {to,t1,...,tn} be a finite tree. Let [Orqy)] = [{Oihier, {Prgys : A (GEN
ﬁﬂ(t)}tecp\{to} | be a sequential causal observable.

Foreach s (€ T),put Ts = {t € T' | t = s}. Define the observable 652( Xier, Xi, Wien T, ﬁs)
in A, such that
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0, (ifseT\n(T))

O
I

R (12.1)
Osx<><te7r*1({s}) CIDTF(WOt) ( if s € 7T(T) )

(In quantum case, the existence of 68 is not always guaranteed). And further, iteratively, we

get, the observable 6t0 = (Xyer Xi, Wyerd, ﬁto) in Ay, Put 6to = Or(t)-

The observable 6T(t0) = (Xyer Xy, WierTy, ﬁto) is called the (finite) realized causal observable
of the sequential causal observable[Ory)] = [{Other; { Py : A — f_lﬂ(t)}teT\{tO} .

Summing up the above arguments, we have the following theorem: R
In the classical case, the realized causal observable Opqy) = (Xer X3, X erTy, F,,) always
exists.

ap
ANote 12.2. In the above (12.1)), the product “x” may be generalized as the quasi-product “x”.
However, in this note we are not concerned with such generalization.

Example 12.5. [A simple classical example | Suppose that a tree (T = {0,1,...,6,7},7) has
an ordered structure such that 7(1) = 7(6) = 7(7) =0, 7(2) = n(5) = 1, 7(3) = 7(4) = 2.

D23 1700 _
q’l}l“’mg L0y - )50
i ‘% [L2°(€24) : Oy
‘} [L2°(€21) : O] o1
[L>°(Qg) : Op] ™—__ L) o \Em(%) ..

K
o
>

%
=]
~ $

[LOO(Q7) . 07]
Figure 12.2 : Simple classical example of sequential causal observable
Consider a sequential causal observable [O7| = [{O; }er, {L“(Qt)%j)vf L® () beer\fop)]-

Now, we shall construct its realized causal observable 6%) = (Xyer Xy, M yer Ty, ﬁ’to) in what

follows.

Put
O; =0, andthus F,=F, (t=3,4,5,6,7).
First we construct the product observable 62 in L>(£) such as

62 = (X2 X X3 X X4,g’~2 gffg &?4,1:—1\2) where ﬁQ = F2 X( X (I)Qﬂgﬁt),
t=3,4
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[teratively, we construct the following:

<I>011 D12

Fo X ®gFg X @7 F; Fy X @y 5 F;
ﬁo Do,1 F\l D12 ﬁg
(FoX@oygﬁ@X@ojﬁ}beoylﬁl) (F]_ ><<I>115F\5><<I>1,2ﬁ2) (F2><‘1>273ﬁ3><<13214ﬁ4)

That is, we get the product observable 61 = (szlXt, &fﬂﬂ’t,ﬁl) of Oy, @1,262 and @17565,
and finally, the product observable

O = (X_ X, R F, Fo(=Fy x ( X @ 1))

t=1,6,7
of Oy, @0,161, @0,666 and @0,767. Then, we get the realization of a sequential causal observable
¢7\' = .
{0 her, {L2() =9 L)) }rer\foy]- For completeness, Fj is represented by
Fo(So x 2y X By X E3 X B4 X B3 X Zg X Z7)]
:Fo(Eo) X (13071 (Fl(El) X @175F5<E5) X (13172 <F2(Eg) X @2’3F3(53) X @2741"_’4(54)))

X @076(Fﬁ(56)) X @077(F7(E7)) (122)

(In quantum case, the existence of Oy in not guaranteed). O]

Remark 12.6. In the above example, consider the case that O; (t = 2,6, 7) is not determined.
In this case,it suffices to define O; by the existence observable OEeXi):(Xt, {0, X}, Ft(eXi)). Then,

we see that

Fo(So x 21 X X3 X B3 X B4 x T X Xg x X7)
:FD(E()) X (13071 (Fl(El) X @1,5F5(E5) X (13172 (@273F3(Eg) X @274F4(E4))> (123)
This is true. However, the following is not wrong. Putting 7" = {0, 1, 3,4, 5}, consider the [Op]
= [{Othters {Pr o + L2(R,) — L=(Q,) } ey t0)eryz. |- Then, the realized causal observable
6T’(O) = (XtGT’ Xta & tET’gjh ﬁé) is defined by
ﬁé(EO X 21 X Eg X Sy X E5) = F()(Eo)
X @071 (Fl(El) X @175F5<E5) X @174F4(E4) X @173F3(53) X @1,4F4(E4>> (124)

which is different from the true (12.2]). We may sometimes omit “existence observable”. How-

ever, if we do so, we omit it on the basis of careful cautions.
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Thus, we can answer Problem [12.3] as follows.

Problem 12.7. [=Problem [12.3] (written again)
We want to formulate the measurement of a sequential causal observable[Or] =
{0} ier, { Pty 1o * At = At bty t)erz | for a system S with an initial state p;, (€ SP(A;)).

How do we formulate the measurement 7

Answer: If the realized causal observable 6t0 exists, the measurement is formulated by

measurement My, (O, Sipry])

Thus, according to Axiom 1 ( measurement: [§2.7), we see that

(A) The probability that a measured value (z;);c7 obtained by the measurement Mz, (GT, Sipi,])
belongs to =(€ X ;erJ;) is given by

A (pto7E()(E)>ﬁt0 (125)

The following theorem, which holds in classical systems, is frequently used.

Theorem 12.8. [The realized causal observable of deterministic sequential causal observable in
classical systems | Let (T'(ty), <) be a finite tree. For each t € T'(ty), consider the classical

basic structure
[Co(Q) C L(Q, 1) € B(L*(,1))]

Let [Or] = [{Ot}rer, {Pty1, : L2°(2t,) = L=(Q4,) } 1, 10)er2 | be deterministic causal observable.
Then, the realization (A)to = (Xyer Xy, W ierdy, EO) is represented by

6t0 - >< Qto,tot
teT
That is, it holds that

[Fro (X Z ) (wio) = X [ @41 F(E0))(wio) = X [F(Z0)](Sr0.4w10)

te’T teT teT

(tho c QtO,VEt c ?t>
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Proof. It suffices to prove the simple classical case of Example [12.5. Using Theorem [10.6

repeatedly, we see that

ﬁo = FO X ( X CI)07tﬁt)

t=1,6,7

:FO X ((I)O,lﬁl X q)0,6ﬁ6 X @0,7F\7) = F() X (@071.27‘\1 X CI)O,GFG X @077F7>

:( X CI)o,tFt> X (@0,1ﬁ1) = ( X CI)O,tE;) X (I)O,I(Fl X <t2§5q)1,tﬁ>)

t=0,6,7 t=0,6,7

:( X (I)O,tFt> X ®0,1(t2§5®1,tﬁt) = < X (I)O,tFt> X q)0,1(q)1,2ﬁ2 X ¢1,5ﬁ5)

t=0,1,6,7 t=0,1,6,7

:( X (I)O,tFt> X @0,1(‘31,21/*—1\2) = ( X (I)O,tFt> X ®0,1(®1,2(F2 X (t_>§4(1)2,tﬁt)))

t=0,1,5,6,7 t=0,1,5,6,7

7
=X q)O,tFt
t=0

This completes the proof. O
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12.2 Double-slit experiment

12.2.1 Interference
For each t € T' = [0, 00), define the quantum basic structure
[C(H;) € B(H,) € B(H,)],

where H, = L*(R?) (Vt € T).
Let ug € Hy = L*(R?) be an initial wave-function such that (kg > 0, small o > 0):

2 2

1 , x 1
Uo(CL’, y) ~ 1/}:18(1:7 0)¢y(y7 0) - \/m exp (Zkof - 202) . ,—71_1/20 €xXp ( - ﬁ)u

where the average momentum (p?, p9) is calculated by
9,20, B, (9,0

That is, we assume that the initial state of the partlcle P is equal to |ug) (ug].

Picture 12.9. MB(HD)((PO’t2OQ = (R, BR, ¢07t2F2), SHUO><UO|])

t:tl t:tg

Figure 12.3(1) Potential V(x,y) = oo on the thick line, = 0 (elsewhere)

Thus, we have the following Schrodinger equation:
n* o2 n* o?

L0
Zhaut(x7y>_j{ut(xay>v H__%@_%@+V( )

Let s,t be 0 < s < t < oo. Thus, we have the causal relation: {®s; : B(H;) —

B(H;)}o<s<t<co Where

H(t—s) H(t—s)

b A=c # Ae (VA € B(H,) = B(L*(R?)))
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Thus, (Poz, )« (o) = ul 4+ uf in Picture 12.9.

Let Oy = (R, Bg, F3) be the position observable in B(L*(R?) such that

1 (z,y) eRxE

[FE)](x,y) = x=(y) =
0 (r,y) e RxR\Z=

Hence, we have the measurement Mp(,)(Por,02 = (R, Br, Pot,F5), Sfjug)uol))-  Axiom 1 (

measurement: [§2.7) says that

(A) the probability that a measured value a € R by Mp(z,)(®o,1,0, Sjug)(uo|) belongs to (—oo, y]

is given by
y

(10, (Do, F((—00, 4]) Jun) = / or(y)dy

—00

ANote 12.3. Precisely speaking, we say as follows. Let A, € be small positive real numbers. For
eachke€Z={k|k=0,£1,£2,43,,,,, }, define the rectangle Dy, such that

Do = {(x,y) € R* | z < b},
Dpy={(z,y) eR*|b<a,(k—1A<y<kA}, k=1,23,..

Dy ={(z,y) eR? |b< kA <y < (k+1)A}, k=-1,-2,-3,..
Thus we have the projection observable 0% = (Z,2%, F§) in L*(R?) such that
[F({kD)(z.y) =1 ((z,9) € D), =0 ((z,y) eR*\Dy) (k€ Z)

Then it suffices to consider

e for each time ¢,, = to +ne(n =0, 1,2, ...), the projection observable 02A is measured in the

sense of Projection Postulate [11.6L

12.2.2 Which-way path experiment

Picture 12.10. Which-way path experiment: A measured value by Mp(r2(w2))(Pos, (¥(Og ®
(I)t1,t202))7 S[\u@)(uoH) belongs to {T} X (—oo,y]
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O /i\
N
S
S
Y
8
S
&

Figure 12.3(2) Potential V(x,y) = oo on the thick line, = 0 (elsewhere)

Next, let us explain the above figure. Define the projection observable O; = ({1, |}, 2" )
in B(L?(R?)) such that
1 yv>0

Aen={ 420
F{D@y) = 1 - FD]E)

According to Section 11.2 ( Projection postulate ), consider the CONS {ey, es} (€ C?). Define
the predual operator U, : Tr(L*(R?)) — Tr(C? @ L*(R?)) such that

U (fu)(ul) = I(ex @ Fr({THu) + (e2 © Fi({{})u))((ex @ Fi({THu) + (e2 © Fi({{})u)|

Then we have the causal operator ¥ : B(C? @ L*(R?)) — L*(R?) such that ¥ = (¥,)*. Define
the observable O¢ = ({1, 1}, 2{""} G) in B(C?) such that

G{1H) = lenfal,  GHIY) = lea) (e

Hence we have the tensor observable Og ® ®;, 4,05 in B(C?® L?*(R?)), and hence, the measure-
ment Mpr2r2))(Pos, (¥(Og @ Py, 1,02)), Sfuywol))- Then, Axiom 1 ( measurement: [§2.7)) says
that

(B) the probability that a measured value (\,y) € {1,1} X R by Mp(2m®2))(Pos, (V(O¢ ®
Dy,4,02)), Sjuo) (uol]) belongs to {1} x (—o0,y] is given by

(@ Fal=o0. ) = 5 [ ey
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#Note 12.4. Precisely speaking, in the above case, it suffices to consider the following procedure
(1) and (ii):

(i) for time ¢y, the projection observable O; is measured in the sense of Projection Postulate
11.6

(ii) for each time t,, = t5 +ne(n = 0,1,2,...), the projection observable O3 is measured in the
sense of Projection Postulate [11.6L
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12.3 Wilson cloud chamber in double slit experiment

In this section, we shall analyze a discrete trajectory of a quantum particle, which is assumed
one of the models of the Wilson cloud chamber ( i.e., a particle detector used for detecting ionizing
radiation). The main idea is due to. [23, 24 (1991, 1994, S. Ishikawa, et al.)].

12.3.1 Trajectory of a particle is non-sense

We shall consider a particle P in the one-dimensional real line R, whose initial state function is
u(xr) € H = L*(R). Since our purpose is to analyze the discrete trajectory of the particle in the
double-slit experiment, we choose the state u(z) as follows:

1/vV2,2 € (=3/2,—-1/2) U (1/2,3/2)
u(z) = (12.6)
0, otherwise

1/v2

Y

-3/2 -1/2 0 1/2 3/2 x

Figure 12.4 The initial wave function u(x)

Let A be a position observable in H, that is,
(Agv)(x) = zv(x) (Vz € R, (for v e H = L*(R)

which is identified with the observable O = (R, Bg, E 4,) defined by the spectral representation: Ay =

f]R zEa,(dz).

We treat the following Heisenberg’s kinetic equation of the time evolution of the observable A,
(—oo < t < 00) in a Hilbert space H with a Hamiltonian 3 such that H = —(h?/2m)9%/02? (i.e., the
potential V(z) = 0), that is,

dA
—det = HA; — AZH, —oo <t < oo, where Ag = A (12.7)

The one-parameter unitary group Uy is defined by exp(—itA). An easy calculation shows that
A = Ut*AUt = Ut*.’EUt =r+ ——— (128)
Put t =1/4, i/m = 1. And put

1d .
A= Ay(=2), B=A1/4(=l’+47%) = Uj/4A0U1/4 = ©g,1/440
Thus, we have the sequential causal observable

position observable: Ag position observable: Ag

|B(H))|  «———  [B(Hy)

Pg,1/4

initial wave function:ug
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However, Ao(= A) and @ ;,4A40(= B) do not commute, that is, we see:

1d d
AB — BA = ——) - ——r=i/4
@t ) T @t gt iAo
Therefore, the realized causal observable does not exist. In this sense,

the trajectory of a particle is non-sense

12.3.2 Approximate measurement of trajectories of a particle

In spite of this fact, we want to consider “trajectories” as follows. That is, we consider the
approximate simultaneous measurement of self-adjoint operators {A, B} for a particle P with an
initial state u(x).

Recall Definition [4.13, that is,

Definition 12.11. (=Definition [4.13). The quartet (K, s, }1\7 E) is called an approximately simulta-
neous observable of A and B, if it satisfied that

(A1) K is a Hilbert space. s € K, ||s||x = 1, A and B are commutative self-adjoint operators on a
tensor Hilbert space H ® K that satisfy the average value coincidence condition, that is,

(W@ s, Au®s)) = (u, Au),  (u® s, Bu®s)) = (u, Bu) (12.9)
(Vu € H, |Jullg = 1)

Also, the measurement Mg k) (0 ;% Op, S5,,)) is called the approximately simultaneous measure-
ment of MB(H)(OA7 S[Pu]) and MB(H)(OBa S[pu])7 where

Pus = [u@s)(u®s|  ([lstk =1)
And we define that
(As) AP (= [[(A—A@ D)(u®s)|) and A% (= (B — B® I)(u® s)|) are called errors of the
1 2

approximate simultaneous measurement measurement Mg (O3 X Og, Si5,.))

Now, let us constitute the approximately observable (K, s, 27 E) as follows.
Put

K =L*R,), s(y) == (?)1/4 exp ( - w1‘2y|2>

where wy is assumed to be wy = 4, 16, 64 later. It is easy to show that [[s[|2r,) =1 (i.e., [|s|x =1
) and

(s,As) = (s,Bs) =0 (12.10)
And further, put

A=A +2I0 A
E:B@I—%I@B
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Note that the two commute (i.c., AB = BA ). Also, we see, by (12.10),

(W@ s, Au®s)) =(u®s (AT +2I @ A)(u®s)) = (u, Au) (12.11)
(W@ s Au®s)) =(u®s, (BoT -2 A)(u®s)) = (u, Bu) (12.12)
(Yu € H,i=1,2)

Thus, we have the approximately simultaneous measurement Mpggx)(07x0g, S [ﬁus])’ and the errors
are calculated as follows:

b= A% = |(A—=A® D(uas)| = |20/ @ A)(uss)| = 2| As| (12.13)
O1/4 = A%; =(B-B@)(uas)|=(1/2)|( e B)uss)|=(1/2)|Bs| (12.14)
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By the parallel measurement ®,]§V:1 Mprek)(O3 % Og, S[5,.]), assume that a measured value:

<(:L‘1,l’,1), (valJQ)7 B (xNa I/N))

is obtained. This is numerically calculated as follows.

wy =4

A
1

Figure 12.5: The lines connecting two points (i.e., z and z}.) (k =1,2,...)

Here, note that dp(= d;/4) and dg are depend on ws.

#Note 12.5. For the further arguments, see the following refs.
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(#1) [23]: S. Ishikawa, Uncertainties and an interpretation of nonrelativistic quantum theory,
International Journal of Theoretical Physics 30, 401-417 (1991)
doi: 10.1007/BF00670793

(#2) [24]: Ishikawa, S., Arai, T. and Kawai, T. Numerical Analysis of Trajectories of a Quantum
Particle in Two-slit Experiment, International Journal of Theoretical Physics, Vol. 33, No.
6, 1265-1274, 1994
doi: 10.1007/BF00670793


http://link.springer.com/article/10.1007/BF00672888 
http://link.springer.com/article/10.1007%2FBF00670793
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12.4 Two kinds of absurdness — idealism and dualism

This section is extracted from ref. [38].
Measurement theory (= quantum language ) has two kinds of absurdness. That is,

idealism- - -linguistic world-view
The limits of my language mean the limits of my world

(1) Two kinds of absurdness
dualism - - - Descartes=Kant philosophy
The dualistic description for monistic phenomenon

In what follows, we explain these.

12.4.1 The linguistic interpretation — A spectator does not go up
to the stage

Problem 12.12. [A spectator does not go up to the stage]
Consider the elementary problem with two steps (a) and (b):

(a) Consider an urn, in which 3 white balls and 2 black balls are. And consider the following trial:

e Pick out one ball from the urn. If it is black, you return it in the urn If it is white, you
do not return it and have it. Assume that you take three trials.

(b) Then, calculate the probability that you have 2 white ball after (a)(i.e., three trials).

Answer Put Ny = {0,1,2,...} with the counting measure. Assume that there are m white balls
and n black balls in the urn. This situation is represented by a state (m,n) € N%. We can define the

dual causal operator ®* : M1 (N2) — M,1(N3) such that

tOm—tm) T Oy (When m #0) (12.15)

& (Omm) = { 5(0,n) (when m =0).

where (5(.) is the point measure.
Let T ={0,1,2,3} be discrete time. For each t € T, put Q;
¥ w2 (3 2
[® }3(5(3,2)) =[® ]2 (55(2,2) + 55(3,2)>

3 23 2
=" <(5( d,2) + 5(22)) (55(2,2)+55(3,2))>

= Ng. Thus, we see:

. 3 27 4

3 1 2 27 2 2 4 3
:T0(§5(0’2) + 55(1,2)) + %(15(1,2) + 15(2,2)) 25(55(2 2) + 5(3 2))

1 47 183 8
:TO5(0,2) + mfs(l,z) + @5(2,2) + 175@3,2) (12.16)
Define the observable O = (Np, 20, ') in L>°(€23) such that

_ 1 m,n) € Ex Ny CQ
[F(:)](m»n)Z{ 0 gm,n)ngiNggQg
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Therefore, the probability that a measured value “2” is obtained by the measurement M Loo(Ng)(q)gO,
S((3,2))) is given by

B3 (F({2))](3,2) = /Q PN (6)) () = 50 (12.17)

O
The above may be easy, but we should note that

(c) the part (a) is related to causality, and the part (b) is related to measurement.
Thus, the observer is not in the (a). Figuratively speaking, we say:

A spectator does not go up to the stage

Thus, someone in the (a) should be regard as “robot”.

ANote 12.6. The part (a) is not related to “probability”. That is because The spirit of measure-
ment theory says that

there is no probability without measurements.

although something like “probability” in the (a) is called “Markov probability”.

12.4.2 In the beginning was the words—F'it feet to shoes

Remark 12.13. [The confusion between measurement and causality ( Continued from Example2.31])]
Recall Exampld2.31] [The measurement of “cold or hot” for water]. Consider the measurement
Moo (@) (Och;s Spw)) where w = 5( °C). Then we say that

(a) By the measurement M q)(Och, S|y, (=5)), the probability that a measured value

()(= empty set) 0

= {c elongs to a se {c} is equal to [F({c})](5) =1

He Tl bemeston st ) a0 | [r((a})](5) = 0
{Cv h} 1

Here, we should not think:
“5°C” is the cause and “cold” is a result.

That is, we never consider that

(b) 5 °C]—

(cause) (result)

That is because Axiom 2 (causality; §10.3)| is not used in (a), though the (a) may be sometimes
regarded as the causality (b) in ordinary language.
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ANote 12.7. However, from the different point of view, the above (b) can be justified as follows.
Define the dual causal operator ®* : M([0, 100]) — M({c, h}) by

[©*0,](D) = fo(w) - 6(D) + fa(w) - 0u(D) (% € [0,100), YD C {e,h})
Then, the (b) can be regarded as “causality”. That is,
() “measurement or causality” depends on how to describe a phenomenon.

This is the linguistic world-description method.

Remark 12.14. [Mixed measurement and causality | Reconsider Problem [0.5(urn problem:mixed
measurement). That is, consider a state space Q = {wi,ws}, and define the observable O =
({w,b},2{wb ) in L°(Q) in Problem 5. Define the mixed state by p™ = pdy, + (1 — p)du,.
Then the probability that a measured value = ( € {w,b}) is obtained by the mixed measurement
Moo () (O, Sy (p™)) is, by (9.3), given by

P({z}) Z/Q[F({ﬂﬁ})](W)ﬂm(dw) = plF({z})l(wr) + (1 = p)[F({})](w2)

B { 0.8p+04(1—p) (whenz=w)

1 02p+0.6(1—p)) (whenz=10) (12.18)

Now, define a new state space Qp by Qo = {wo}. And define the dual (non-deterministic) causal oper-
ator ®* : M41(Q0) = M41(Q2) by @*(0wy) = Py + (1 — p)dw,. Thus, we have the (non-deterministic)
causal operator ® : L>°(2) — L*°(Qp). Here, consider a pure measurement My (0.)(®0, Sj,,)). Then,
the probability that a measured value z ( € {w, b}) is obtained by the measurement is given by

P({z}) = [®(F({z}))(wo) = /Q[F({:r})](w)pm(dm

B { 0.8p+0.4(1—p) (whenz=w)
| 0.2p+0.6(1 —p)) (whenz=10)

which is equal to the (12.18). Therefore, the mixed measurement Mo (q)(O, Sj,(0)) can be regarded
as the pure measurement M) (®O, Si))-

ANote 12.8. In the above arguments, we see that
(1) Concept depends on the description

This is the linguistic world-description method. As mentioned frequently, we are not concerned
with the question “what is ()()?”. The reason is due to this (). “Measurement or Causality”
depends on the description. Some may recall Nietzsche’s famous saying:

There are no facts, only interpretations.

This is just the linguistic world-description method with the spirit: “Fit feet (=world) to shoes
(language)”.
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ANote 12.9. In the book “The astonishing hypothesis” ([I0] by F. Click (the most noted for
being a co-discoverer of the structure of the DNA molecule in 1953 with James Watson)), Dr.
Click said that

(a) You, your joys and your sorrows, your memories and your ambitions,your sense of personal
identity and free will,are in fact no more than the behavior of a vast assembly of nerve cells
and their associated molecules.

It should be note that this (a) and the dualism do not contradict. That is because quantum
language says:

(b) Describe any monistic phenomenon by the dualistic language (= quantum lan-
guage )!

Also, if the above (a) is due to David Hume, he was a scientist rather than a philosopher.
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Fisher statistics (II)

Measurement theory (= quantum language ) is formulated as follows.

[Axiom 1] [Axiom 2| [quantum Tinguistic interpretation]
° ’measurement theory‘ := | Measurement | + ’ Causality ‘—l— ’Linguistic interpretation
(=quantum language) (cf. [82.7) (cf. §10.3) (cf. §3.1)
a kind of spell(a priori judgment) manual to use spells

In Chapter 5 (Fisher statistics (I)), we discuss “inference” in the relation of “measurement”. In
this chapter, we discuss “inference” in the relation of “measurement” and “causality”. Thus,
we devote ourselves to regression analysis. This chapter is extracted from the following:

(#) Ref. [29]: [S. Ishikawa, “Mathematical Foundations of Measurement Theory,” Keio Uni-
versity Press Inc. 2006.

13.1 “Inference” = “Control”

It is usually considered that

e statistics is closely related to inference
e dynamical system theory is closely related to control

However, in this chapter, we show that
“inference” = “control”

In this sense, we conclude that statistics and dynamical system theory are essentially the same.

13.1.1 Inference problem(statistics)

335
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KSTS/RR-16/001
January 8, 2016
336

Chapter 13 Fisher statistics (II)
Problem 13.1. [Inference problem and regression analysis|

Let Q = {w1, w2, ...,w100} be a set of all students of a certain high school. Define h : Q — [0, 200]
and w : Q — [0,200] such that:

h(wn) = “the height of a student w,,” (n=1,2,...,100)
w(wy) = “the weight of a student w,” (n=1,2,...,100)

(13.1)
For simplicity, put, N = 5. For example, see Table 13.1.

Table 13.1: Height and weight

Height- Weight \_Student
Height (h(w) cm)
Weight (w(w) kg)

wi | wo | w3 | wa | ws
150 | 160 | 165 | 170 | 175
65 | 55 | 75 | 60 | 65

200
Assume that:

(a1) The principal of this high school knows the both functions h and w. That is, he knows the exact
data of the height and weight concerning all students.

Also, assume that:
(ag) Some day, a certain student helped a drowned girl. But, he left without reporting the name.
Thus, all information that the principal knows is as follows:

(i) he is a student of his high school.
(ii) his height [resp. weight] is about 170 cm [resp. about 80 kg].

Now we have the following question:

(b) Under the above assumption (a;) and (az), how does the principal infer who is he?

This will be answered in Answer [13.51
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13.1.2 Control problem(dynamical system theory)

Adding the measurement equation g : R? — R to the state equation, we have dynamical system
theory(13.2)). That is,

(i) : d";—gt) =v(w(t),t,e1(t),5) ---( state equation)

’ dynamical system theory ‘ = (initials(0)=e) (13.2)

(ii) : z(t) = g(w(t),t, ea(t)) -+ ( measurement)

where a, 8 are parameters, e (t) is noise, e2(t) is measurement error.

The following example is the simplest problem concerning inference.

Problem 13.2. [Control problem and regression analysis] We have a rectangular water tank filled with

water.

F

Iz(t)

|

Figure 13.1: Water tank

Assume that the height of water at time ¢ is given by the following function h(t):

dh

% = By, then h(t) = ag + Bot, (13.3)

where ag and Sy are unknown fixed parameters such that «q is the height of water filling the tank at
the beginning and fy is the increasing height of water per unit time. The measured height h,,(t) of

water at time ¢ is assumed to be represented by
hm(t) = ag + Bot + e(t),

where e(t) represents a noise (or more precisely, a measurement error) with some suitable conditions.

And assume that we obtained the measured data of the heights of water at ¢t = 1,2, 3 as follows:
hm(1) =19, hn(2) =3.0, hy(3)=4.7. (13.4)

Under this setting, we consider the following problem:
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(c1) [Control]: Settle the state (ag, o) such that measured data (13.4) will be obtained.
or, equivalently,
(c2) [Inference]: when measured data (13.4) is obtained, infer the unknown state (ayg, o).

This will be answered in Answer [13.6l

Note that

(c1)=(c2)

from the theoretical point of view. Thus we consider that

(d) Inference problem and control problem are the same problem. And these are

characterized as the reverse problem of measurements.

Remark 13.3. [Remark on dynamical system theory (cf. [29]) ] Again recall the formulation (13.2)

of dynamical system theory, in which

(#) the noise e1(t) and the measurement error ey(t) have the same mathematical structure (i.e.,

stochastic processes ).

This is a weak point of dynamical system theory. Since the noise and the measurement error are
different, I think that the mathematical formulations should be different. In fact, the confusion
between the noise and the measurement error frequently occur. This weakness is clarified in quantum

language, as shown in Answer [13.6.
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13.2 Regression analysis

According to Fisher’s maximum likelihood method (Theorem5.0]) and the existence theorem of the

realized causal observable, we have the following theorem:

Theorem 13.4. [Regression analysis (cf. [29]) | Let (T={to,t1, ..., tn},7: T\ {to} = T) be a
tree. Let Op =(X e X, X terFt, Fy,) be the realized causal observable of a sequential causal
observable [{O¢}rer, {®rs)e + L(2) — L (Qr()) hrer\{to} |- Consider a measurement

MLW(QtO)(GT:(téXu X terFt, Fry)s S

Assume that a measured value obtained by the measurement belongs to = (e X terFt). Then, there
is a reason to infer that

[*]:wto

where wy, (€ Q4,) is defined by

~

[Fio ()] (wro) = max [F},(E)](w)

W€y,

The poof is a direct consequence of |Axiom 2 (causality; §10.3) and Fisher maximum likelihood
method (Theorem [5.6]). Thus, we omit it.
It should be noted that

(#) regression analysis is related to |[Axiom 1 (measurement; 52.7) and [Axiom 2
(causality; §10.3)

Now we shall answer ProblemlI3.1] in terms of quantum language, that is, in terms of re-
gression analysis (Theorem(I3.4)).

Answer 13.5. [(Continued from Problem13.I(Inference problem))Regression analysis] Let (T'=
{0,1,2}, 7 : T\ {0} — T') be the parent map representation of a tree, where it is assumed that

(1) =7(2)=0

Put Qp = {w1,ws,...,ws}, 1 = interval[100,200], Q23 = interval[30,110]. Here, we consider
that

QoDwy-vve-- a state such that “the girl is helped by a student w,,” (n=1,2,...,5)

For each t (€ {1,2}), the deterministic map ¢ : €y — € is defined by ¢o;1 = h(height
function), ¢p2 = w(weight function). Thus, for each ¢ (€ {1,2}), the deterministic causal
operator O, : L®(€;) — L>®(€) is defined by

(Do fi](w) = fildor(w)) (Vw € Qo,Vf, € L=())
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Qo1 L)
L2 () /
‘<I>\L°°(QZ)

0,2

For each t = 1,2, let Og,,=(R, Br, Go,) be the normal observable with a standard deviation
o > 01in L>(9;). That is,

_ (z—w)?

27 dr  (VE € By, Vw € Q)

[Go, (D) (w) =

\/ 27mt

Thus, we have a deterministic sequence observable [{Og,, }i=1,2, {®os : L=() — L>() }i=1,2]-
Its realization Op = (R2, Fpe, Fp) is defined by

~

[Fo(Z1 % Z)](w) = [20,1G0, (W) - [20,2G0, (W) = [Goy (E1)](00,1 (W) - [Gon (F2)](¢0,2(w))

(VEl,EQ c 'BR, Yw € Q() = {wl,wg,. .. ,W5})

Let N be sufficiently large. Define intervals =;, =y C R by

=1 = [165 1165—{-1 =y = |65 165—1—1
—1 — N7 N ) —2 — N7 N

The measured data obtained by a measurement M Lw(go)(@T, Sp) 1s
(165, 65) (€ R?)

Thus, measured value belongs to =Z; x Zy. Using regression analysis ( Theorem [13.4) is charac-
terized as follows:

(#) Find wy (€ Q) such as

[Fo({Z1 % Z3)](wo) = max[Fy({Z1 x Za)](w)

wef

Since N is sufficiently large,

() = max ——— //exp (1 Qh( W) _ (2= @)

weNp 4 / 2 o2 202
0 0-10-2 £.0E, 1 2
165 — 2 65 —
—s maxexp[ - | WF (65— ww))
weN 20’1 20’2

i (UGB B@)? (65— w(ew))?

for simplicity, assume that oy = o
weo 20’% 20'% ] ( P ¥ ! 2)
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1 -1 2 _ 2
(165 70)2 —;(65 60) is obtained
01

—>When w4, minimum value
—>The student is wy

Therefore, we can infer that the student who helps the girl is wjy. n

Now, let us answer Problem [13.2] in terms of quantum language (or, by using regression
analysis (Theorem(I3.4])).

Answer 13.6. [(Continued from Problem [I3.2(Control problem))Regression analysis] In Problem
13.2, it is natural to consider that the tree T'= {0, 1,2, 3} is discrete time, that is, the linear
ordered set with the parent map 7= : 7'\ {0} — T such that 7(t) =t —1 (¢t = 1,2,3). For
example, put

Qo =10, %[0, 2, 2 =10, 4 x[0,2, =10, 6]x[0,2, =10, 8 x[0, 2

For each t = 1,2, 3, define the deterministic causal map ¢r«)s : Q@ — Q¢ by (13.3), that is,

¢o1(wo) = (v + B, 5) (Vwo = (o, B) € Qo = [0, 1] x [0, 2])
¢172(W1) = (Oé—|—ﬁ,5) (VOJ1 = (Oé,,@) € Ql = [O, 4] X [0, 2])
Pa3(wa) = (v + B, 5) (Vws = (a, B) € Qo = [0, 6] x [0, 2])

Thus, we get the deterministic sequence causal map {¢u): @ Qr@y — Qt}t€{1’273}, and the

deterministic sequence causal operator {®r ) : L() = L>(Qr1)) }ref1,2,33- That is,

(o,1.f1)(wo) = fi(@o1(wo)) (V1 € L=(Q1),Vwo € Q)
(Prafo)(wi)=fa(@Pra(wr)) (Vfo € L7(Q), Vi € )
(Po3f3)(we) = f3(Pa3(w2)) (Vfs € L7(Q3), Vw1 € Q).

[lustrating by the diagram, we see

L) €21 Loo(Q) €42 Lo0(Qy) €22 Lo°(9)

And thus, ¢g2(wo) = ¢1,2(001(wo)), ¢0.3(wo) = ¢P2,3(¢1,2(¢01(wp))), Therefore, note that @, =
Dyp- Do, Poz=Dp1- P2 Pos.

Por_L[()
L=(Q0) £ ®Po2 L°(0Q,)

‘q’\LOO(Qs)

0,3
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Let R be the set of real numbers. Fix ¢ > 0. For each ¢t = 0,1,2, define the normal
observable O,=(R, Bg, G,) in L*>®();) such that

1 eXp(_M

Go(E) ) = ——
(V= € B, Vo, = (a, B) € Q=[0, 2t + 2] x [0, 2]).

2

Thus, we have the deterministic sequential causal observable [{O;}i=123, {®r()s : L2(2) —

L2(Qrr)) hee 1,233
And thus, we have the realized causal observable Oy = (R3, Fgs, F\O) in L>°(Qg) such that (

using Theorem [12.8] )

[Fo(Z1 % Zp % E3))(w0) = [20.(Go(E1)81.2(Go(Z2) ®25(Go(E1)))] (wo)
=[®0,1Go(E1)}(wo) - [P0,2Go(Z2)](wo) - [Po3CGo(Z5)](wo)
=[G+ (E)](do,1(wo)) - [Go(Z2)](P02(w0)) - [Go(Z3)](do3(wo))

(V=1, 22,23 € B, Ywy = (o, 8) € Qo = [0, 1] x [0, 2])

Our problem (i.e., Problem [13.2) is as follows,

(#1) Determine the parameter (o, ) such that the measured value of Mpeq)( Or, Sp) 1s
equal to (1.9,3.0,4.7)

For a sufficiently large natural number N, put

=119 119—}—1 Ho = (3.0 130+1 Hy = 4.7 147+1
-1 — . N’ N =2 — . N’ N sy =3 — . N N

Fisher’s maximum likelihood method (Theorem [5.6)) says that the above (£;) is equivalent
to the following problem

(#2) Find (o, B) (= wp € Q) such that

[F()(El X Hy X 33)](04”8) = I(Ial%)){[FO(El X Ho X Eg)]

Since N is assumed to be sufficiently large, we see
(f2) = max [Fo(Z: x Zp x Z3)](a, B)
(e, B)€Q0
/// _(@1-(a+B) +(rp— (a+2ﬂ)) +(zg=(at38))?
— max
Oc ,BYEQY 4 /27T0-2

E1xEaxE3
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13.2 Regression analysis

X dl‘ldIQd{Eg

— max exp(—J/(20
Joax p(—J/(20%))

—> min J
(a76)€QO

where

J=(1.9—(a+8)%+ (3.0 — (a+28))% + (4.7 — (a + 38))?

(2 ...}:o,%{---}:Oandthus,)

{ (19— (a+B)) + (3.0 — (@ +28)) + (47— (a +36)) =0
(1.9 (a+B)) +2(3.0 = (a+28)) +3(4.7— (e + 38)) =

— (o, 8) = (0.4,1.4)

0

Therefore, in order to obtain a measured value (1.9, 3.0, 4.7), it suffices to put
(o, ) = (0.4, 1.4)
Remark 13.7. For completeness, note that,
e From the theoretical point of view,

“inference” = “control”

Thus, we conclude that statistics and dynamical system theory are essentially the same.
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Chapter 14

Realized causal observable in classical
systems

As mentioned in the previous chapters, what is important is
» to exercise the relationship of measurement and causality

In this chapter, we discuss the relationship more systematically. That is, we add the further
argument concerning the realized causal observable. This field is too vast, thus, we mainly
concentrate our interest to classical systems, particularly, Zeno’s paradox. That is,

(b) to describe the flying arrow ( the best work in Zeno’s paradoxes ) in terms of quantum
language (cf. refs.[36] B38])*

We believe that this is the final answer to Zeno’s paradox.

14.1 Infinite realized causal observable in classical sys-
tems

In what follows, we shall generalize the argument ( concerning the finite realized causal
observable in Chapter [IZ) to infinite case. In the case of infinite trees, it is impossible to

discuss quantum system deeply. thus, in this chapter,

we devote ourselves to classical systems

I This chapter is extracted from
[36): S. Ishikawa, “Zeno’s paradozes in the Mechanical World View,” |arXiv:1205.1290v1 [physics.hist-phll
(2012)
[38]: S. Ishikawa, Measurement Theory in the Philosophy of Science, jarXiv:1209.3483 [physics.hist-ph]
2012, (177 pages)
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346 Chapter 14 Realized causal observable in classical systems
Let (T, <) be an infinite tree, i.e., an infinite tree like semi-ordered set such that
“tl é t3 and to é t3” — “tl é ty or to é t1”

Put T2 = {(t1,t2) € T? : t1 < to}. An element t, € T is called a root if to < t (Vt € T)
holds. If T has the root ty, we sometimes denote T by T'(ty). T'(C T) is called lower bounded
if there exists an element t;(€ T') such that ¢; <t (Vt € T").  Therefore, if T has the root,
any T"(C T') is lower bounded. We always assume that 7" is complete, that is, for any 7"(C T)
which is lower bounded, there exists an element Infr(7”)(€ T') that satisfies the following (i)
and (ii):

i) Infp (7)<t (VteT)
(i) If s <t (Vt € T"), then it holds that s < Infy(7")

/1]

Let (T'(to), <) be an infinite tree with the root ty. For each t € T, consider the classical

) =

basic structure:
[C()(Szt) g LOC(Qt, Vt) g B(L2(g2t. I/t))}

Also, for each t € T, define the separable complete metric space X;, and the Borel field By,
and further, define the observable O;=(X;, F;, F}) in L>(€, 14). That is, we have a sequential

causal observable:

[@T(to)} = [{Ot}teTa {(I)tl,tz : LOO(Qtzv Vtz) — LOO(Qt1> th)}(tl,tQ)ETé]

Now let us construct the realized causal observable in what follows:

Here, define, Po(T) (= Po(T(ty)) € P(T)) such that

Po(T(to))
={T" C T |T'is finite, ts € T" and satisfies Inf»S = Inf7S (VS CT")}

Let T'(to) € Po(T(ty)). Since (T'(ty), <) is finite, we can put (T'={to,t1,...,tx}, 7 : T"\

{to} — T"), where 7 is a parent map.

Review 14.1. [The review of Definition 12.4]. Let T"(= T"(ty)) € Po(T). Consider the sequen-
tial causal observable [{O;}rerr, { @) o L(, v4) = L), Va(r)) ber\fto) |- For each s
(€T, putting Ty, = {t € T" | t = s}, define the observable Oy=( X cr, X;, Xier, Fi, Fs) in
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L*>(Qy, 1) such that

O; (seT'\m(T") and)
0, = (14.1)

O.x( X ®.4,0,) (sen(T’) and)
tem=1({s})

And further, iteratively, we get CA)tO:(XtGT/ X, Xier 9—},]3,50), which is also denoted by
OT’:(XteT/ Xt7 XtGT’ fTrh FT’)-

In classical cases, the existence is guaranteed by Definition [12.4 )

For any subsets 77 C To( C T), define the natural map 7p, 1, : Xyer, Xo —> Xyer, Xt by

X Xy 3 (w)er, = (ve)ier, € X X
teTy teTy

It is clear that the observables { Op=(Xyer Xy, Xoep Fo, Fp) | T € Po(T) } in

L*>(Qy,, v, ) satisty the following consistency condition, that is,

e for any T}, Ty (€ Po(T)) such that Ty C Ty, it holds that

F\TQ (71—;11,T2 (ET1)) = F\Tl (ETl) (VETI € tél 9:,5)

Then, by Theorem [Z.1] Kolmogorov extension theorem in measurement theory |, there uniquely

exists the observable 6T = (XteT X, Wier F, ﬁT) in L*>°(€y,, 14,) such that:

~

Fr(r7'p(Ep)) = Fr(Er)  (VEp € X5, VI e Po(T))

This observable 6T = (Xyer Xi, Wier T, Z?T) is called the realization of the sequential causal

observable [(O)T(to)] = [{Ot}tETa {(I)t1,t2 : LOO(Qt27Vt2> — LOO(QtUth)}(n,tz)eTé ]

Summing up the above argument, we have the following theorem in classical systems. This

is the infinite version of Definition [12.4L

Theorem 14.2. [The existence theorem of an infinite realized causal observable in classical
systems] Let T be an infinite tree with the root t3. For each t € T, consider the basic
structure:

[Co(Q) C L(Q, 1) € B(L*(Q,11))]

Also, for each t € T, define the separable complete metric space X;, the Borel field
(X, F) and an observable O;=(X;, F;, F) in L>(£y, ;). And, consider the sequential causal
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observable[Oruy)] = [{Other, {Pr o + Ly, 11,) — LOO(Qt17Vt1)}(t1,t2)GT§ ]. Then, there

uniquely exists the realized causal observable 6T = (XteT X, W erT, ﬁT) in L°(Qyy, ),
that is, it satisfies that

~

FT(’]T’Z_"/{T<E'T/)) = ﬁT/ (ET/) (VET/ c lEtET’SFta VT’ € io(T)) (142)
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14.2 Is Brownian motion a motion?
14.2.1 Brownian motion in probability theory

There is a reason to consider that
(A) Brownian motion should be understood in measurement theory.

That is because Brownian motion is not in Newtonian mechanics. As one of applications of

Theorem [14.2, we discuss the Brown motion in quantum language.

Let us explain the above figure as follows.

(

Definition 14.3. [The review of Brownian motion in probability theory [54]].
Let (A, Fy, P) be a probability space. For each A € A, define the real-valued continuous
function B(-, A) : T(=[0,00)) — R such that, for any to =0 < t; <ty < -+ < tp,

PHA{Ne A | B(ti,\) €2, €Br (k=1,2,...,n)})

Z/E1 ("'(/Et (/Etn k:>i<1 G i (wk —wk_l)dwn)dwn_1)~-->dw1 (14.3)

n—1

where, wy € R, dwy, is the Lebesgue measure on R, and G 4(q) = ﬁexp [— %—i}
The B(-,\) : T(=[0,00)) — R is called the Brownian motion.
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14.2.2 Brownian motion in quantum language

Now consider the diffusion equation:

Opi(q) — Ppilq) L
o op (Vg € R,Vt € T=R, = [ty = 0, 00) )

By the solution p;, we get predual operator {[®;, ;] : L}(R,dq) — L'(R,dq)} as follows. That
is, for each p;, € L*(R, m), define

o0

([®e,10)4(012)) (@) = pro(q) = / P (V)G ym=r(q — y)m(dy) (Vg € R, V(t1,t5) € T2)

For simplicity, we put (Q:.Bg,, dw;) = (2, B, dw) = (Ry, Bg,,dq). And thus, for each t € T,

consider the classical basic structure:
[Co(Q) C L°(Q, dw;) € B(L*(Q, dwy))]
Putting ®;, 1, = ([Pr,.1,]+)", we get the sequential causal operator
(@11, 1 L(Qpy, dewr,) = Ly, dey) | (1, ts) € T2}

For each ¢ € T consider the exact observable O\ = (Q, Bg, F) in L*°(€), dw). Thus, we
get the sequential causal exact observable [O7] = [{O™}V,ep: {®y,4, | (f1,t2) € T?}]. The
existence theorem of the infinite classical realized causal observable (Theorem [14.2)) gays that
Or has the realized causal observable (A)to = (QT, B(QT), F,,) in L¥(Q, dw).

Assume that
(B)  ameasured value @ (= (w;)ier € QF) is obtained by MLOO(Q)(atO, Sfsuo])-

Let T = {to, t1,t, -+ ,t,} be a finite subset of T, where tg = 0 < t; < ty < -+ < t,. Put

= XZ;TEt (e B@+) where =, = Q (Vt ¢ T"). Then, by Axiom 1 (measurement; 52.7) , we see

[

the probability that @W( = (wi)ier) belongs to the set = = XZ;TEt is given by
~ T/ —_
[Fio (X erZe)) (wo)
where

[Fro (X 1erZ2)] (w0)

—(F(E0)o (FE0) - @t st (FE0 ) (@00, FIEL)) ) -+ ) )

:/El ((/: (/Et X p1G =iy (n — wpr )i 1) -+ ) o (14.4)

n—1 n
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which is equal to the (14.3).

Thus, we see that

probability theory quantum language

(B6) r = | (3

Brownian motion measured value

#Note 14.1. Thus, the following assertion has a reason in some sense:

e The Brownian motion B(t,\) is not a motion but a measured value. Some may recall
Parmenides’ saying:

(#) There are no “plurality”, but only “one”. And therefore, there is no movement.

which is the same as the essence of the linguistic interpretation.
That is, the spirit of quantum language says that

(#) Describe “plurality” as if only “one”.

(#) Describe moving one as if not moving.
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14.3 The Schrodinger picture of the sequential deter-
ministic causal operator

14.3.1 The preparation of the next section (§14.4: Zeno’s paradox)

The linguistic interpretation |(§3.1) says that
a state does no move,

which is called the Heisenberg picture (i.e., a state does not move, and, an observable moves).
This is formal. On the other hand, we sometimes use the Schrodinger picture (i.e., a state
moves, and, an observable does not move), which is handy and makeshift.

In this section, we explain something about the Schrédinger picture in classical deterministic
systems.

This section is the preparation of the next section (Zeno’s paradoxes).

Let (T'(to), £ ) be an infinite tree with the root ty. For each t € T, consider the classical

basic structure:

[Co(Q) C L(Qy, 1) € B(L*(Q,11))]

Definition 14.4. [State changes — the Schrodinger picture] Let {®y, 1, : L®(Qy, 11,) —
L®(Q4,), Vi) } ey an)erz be a deterministic causal relation with the deterministic causal maps
¢t1,t2 . Qtl — QtQ (V(tl,fé) c Té) Let Wt S Qto be an initial state. Then, the {¢t0’t(wt0)}t€T

(o1, {0gy, +(wry) yrer 18 called the Schrodinger picture representation.

The following is the infinite version of Theorem(I2.8.

Theorem 14.5. [Deterministic sequential causal operator and realized causal observable | Let
(T'(ty), <) be an infinite tree with the root to. Let [Or] = [{Other, {Pr, .ty = Ly, v1,) —
L2(Q4y, v4,) Fy 4a)er2 ] be a deterministic sequential causal observable. Then, the realization

6t0 = (Xyer Xy, X ;eT.fﬂ, ﬁto) is represented by

6t0 - >< Qto,tot
teT
That is, it holds that

[Fio (X Z)(wig) = X @41 F(Z)](wry) = X [Fi(Z0)] (Dot (wio))

teT teT teT
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(tho € QtO,VEt € gdt)
Proof. The proof is similar to that of Theorem{12.8 ]

Theorem 14.6. Let [Orqq)) = {01 }rer, (@10, + LDy 1) = L=y, 1) bnamper2 ) be
a deterministic sequential causal exact observable, which has the deterministic causal maps
Grrty * Uy — U, (V(t1,2) € T2). And let (A)to = (Xyer Xy, Xier Ty, F\T) be its realized causal
observable in L™ (Qy,, 14,). Assume that the measured value (x;)qcr is obtained by M Loo(gto)(@T

= (Xyer Xiy Xier T, 1/7\0), Slwry))- Then, we surely believe that

Ty = ¢t0,t(wto) (Vt S T)
Thus, we say that, as far as a deterministic sequential causal observable,

(a) exact measured value (z;)ier = the Schrodinger picture representation (¢, +(we,))ter

= XierZe =

= D
=
=

Proof. Let D = {ty,ts,...,t,}(C T) be any finite subset of 7. Put
(Xiep Ze) X (Xyerp Xi), where Z; € Xy(= ) is an open set such that ¢4 (wy,) € Z
(Vt € D). Then, we see that

~

—_
—

—

(b) the probability that the measured value (z;);er belongs to = = XgTEt is equal to 1.

That is because Theorem [14.5] says that

n

(Fr(®) () = ( X (r0a FV(E) ) (o)

k=1

:< X F(exa)w;),ltk(gtk)))(wm) - k>:<1 Xz, (90 (wra)) = 1

Thus, from the arbitrariness of =;, we surely believe that

(€) (@)ter = Grot(Wiy) (VteT)

ANote 14.2. Note that “(b) <(c)” in the above. That is, (b) is the definition of (c).

Thus, we have the following corollary, which is the generalization of Theorem [3.15.
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Corollary 14.7. [System quantity and exact observable].  For each t € T'(ty), consider
the exact observable O\ = (X, F,, F®)(= (€, By, X)) in L®(, ;) and a system quantity
gt % — Ron Q. Let O; = (R, Bg, G;) be the observable representation of the quantity g; in
L>(€). Assuming the simultaneous observable O,Eexa) x O}, define the sequential deterministic

causal observable:

O] = [{OI™ x Opier, {1,y + L%(Quyovy) = Ly 11} et |

Let ¢r 1, : Q1 — Qi (V(t1,t2) € T2) be the deterministic causal map. Let Oy, = (X er(XexR),
&tGT(% X Bg), ﬁto) be the realized causal observable. Thus, we have the measurement
M Lm(QtO)(6t07 Slw))- Let (x4,4t)ier be the measured value obtained by the measurement

M Lm(QtO)(6t07 Slwry))- Then, we can surely believe that

Ty = ¢to,t(wto) and y; = gt(¢to,t(wto)) (vteT)

Remark 14.8. [Why doesn’t Newtonian mechanics have measurement?]. Newtonian mechan-

ics and quantum mechanics are formulated as follows:

(

| o |
| Newtoinan mechanics| = _ Nothing = Causality

(Newtonian equation)

‘ quantum mechanics ‘ = Measurement + Causality

\ (Born’s quantum measurement) (Heisenberg (and Schrédinger) equation)

(%)

Thus, the following question is natural:
(f2) Why doesn’t Newtonian mechanics have measurement 7

Some may think that the reason is due to Theorem [14.6 (or, Corollary [14.7] ), which says that
we need only ¢y, (wy,) and not z;. However, this answer is superficial. The question (#2) is

significant in the light of Einstein’s words:
(#3) The moon is there whether one looks at it or not.

in Einstein and Tagore’s conversation. This should be compared with Berkley’s words “To be

is to be perceived”. We believe that the (#3) is the same as (#4) (= (f5) ):
(B4) Physics should exist without measurement

(#5) The concept of "measurement” is metaphysical and not physical
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14.4 Zeno’s paradoxes—Flying arrow is at rest

First we explain what Zeno’s parador means, one of the oldest paradoxes in science.

14.4.1 What is Zeno’s paradox?

Although Zeno’s paradox has some types (i.e., “flying arrow”, “Achilles and a tortoise”,
“dichotomy”, “stadium”, etc.), I think that these are essentially the same problem. And
I think that the flying arrow expresses the essence of the problem exactly and is the first
masterpiece in Zeno’s paradoxes. However, since “Achilles and the tortoise” may be more

famous, I will also describe this as follows.

Paradox 14.9. [Zeno’s paradox]

[Flying arrow is at rest]

e Consider a flying arrow. In any one instant of time, the arrow is not moving. Therefore,
If the arrow is motionless at every instant, and time is entirely composed of instants,

then motion is impossible.

[Achilles and a tortoise]

e [ consider competition of Achilles and a tortoise. Let the start point of a tortoise (a late
runner) be the front from the starting point of Achilles (a quick runner). Suppose that
both started simultaneously. If Achilles tries to pass a tortoise, Achilles has to go to the
place in which a tortoise is present now. However, then, the tortoise should have gone
ahead more. Achilles has to go to the place in which a tortoise is present now further.

Even Achilles continues this infinite, he can never catch up with a tortoise.
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In order to explain
“What is Zeno’s paradox?”
we have to start from the following Figure. That is, we assert that

Zeno’s paradox can not be understood without the following figure:

Figure 14.10. [=Figure[l.1 The location of quantum language in the history of world-description

(cf. ref.[31]) ]

roTTTTTTTTT the realistic view——""""""""""""""-- 7
! |
} relativity \ (unsolved) }
i (monism) — [theory  |——0}) ® theory of i

N —teverythin
Parmenides \ @ M 8 |
Socrates | (realism) quantum (quantum phys.) |
(0):Greek Schola L — | mechanics ——@) J
phﬂosophy — o
Plato sticism . lapguage ®\ |
Aristotle (dualism) o : (=MT) :
Descartes (linguistic view) , quantum .
Locke,... @/ linguistic langluage language !
— | Kant philosophy ——— o° '
; ; ! (language) !
(idealism) | l
statistics la: age :
system theory :ng—ug>@‘ !
: :
L-- the linguistic view- - -

Figure 1.1: The history of the world-view

It is clear that

(A) Descartes=Kant philosophy and the philosophy of language have no power to describe

Zeno’s paradox [14.9.
However, we have the following problems:
(By) How do we describe Zeno’s paradox [14.9 in terms of Newtonian mechanics?

(B2) How do we describe Zeno’s paradox [14.9/in terms of quantum mechanics?
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(B3) How do we describe Zeno’s paradox [14.9 in terms of the theory of relativity?

(B4) How do we describe Zeno’s paradox [14.9in terms of statistics (i.e., the dynamical system

theory) 7
(B5) How do we describe Zeno’s paradox [[1.9 in terms of quantum language?
And, finally, we have
(C) What is the most proper world description for Zeno’s paradox [14.97
We assert that
(D) “to solve Zeno’s paradox 14,97 <= “to answer the above (C)”
and conclude that

(E) The answer of the above (C) is just quantum language

Therefore, it suffices to answer the above (B 5), that is,

Problem 14.11. [The meaning of Zeno’s paradox]

Describe “flying arrow” and “Achilles an a tortoise” in (classical) quantum
language!

14.4.2 The answer to (B4): the dynamical system theoretical answer
to Zeno’s paradox

Before the answer of Problem [I4.11) we give the answer to the Problem (B,), i.e., the
dynamical system theoretical answer. However, in order to do it, we have to start from the

formulation of dynamical system theory in what follows

14.4.2.1 The formulation of dynamical system theory

Although statistics and dynamical system theory have no clear formulations, as mentioned
in Chapter [I13, we have the opinion that statistics and dynamical system theory are the same
things. At least, the following formulation (i.e., the formulation of dynamical system theory in

the narrow sense) should belong to statistics.
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Formulation 14.12. [The formulation of dynamical system theory in the narrow sense]

Dynamical system theory is formulated as follows.

’Dynamical system theory‘ = ’@:State equation ‘ + ’ ®):Measurement equation‘ (14.5)

D: ’State equation‘ is as follows. Let T" = R be the time axis. For each t(€ T), consider

the state space 0, = R" (n-dimensional real space). The state equation (Chap. T3(13.2])) is

defined by the following simultaneous ordinary differential equation of the first order

dsa (1) — (1), wa1), ,wa(t), e2(t), 1) (14.6)

’ State equation ‘ =

where €,(t) is a noise (k =1,2,--- ,n).

®: ’Measurement equation‘ is as follows. Consider the measured value space X = R™ (m-

dimensional real space). The measurement equation (Chap.[I3|[I3.2))) is defined by

S—
~
SN—

25(t) = ga(wr (1), walt). ..., (), malt

wm(t) = gm(wl(t)> w2<t)a s 777n(t)7 nn(t)a t)

’ Measurement equation ‘ = (14.7)

where g(= (91,92, ,gn)) : @ x R? = X is the system quantity and 7 () is a noise (k =
1,2,---,m). Here, x(t)(= (z1(t), z2(t), -, 2,(t))) is called a motion function.

14.4.2.2 The dynamical system theoretical answer to Zeno’s paradox

Answer 14.13. [The dynamical system theoretical answer to “flying arrow (in
Paradox [14.9)”]
Let q(t) be the position of the flying arrow at time ¢. That is, consider the motion function

q(t).
e Note that the following logic (i.e., Zeno’s logic ) is wrong:

e for each time ¢, the position ¢(t) of the flying arrow is determined.
—
the motion function ¢ is a constant function

Thus, Zeno’s logic is wrong.
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[The dynamical system theoretical answer to “Achilles and a tortoise (in Paradox
14.9)”] For example, assume that the velocity v, [resp. v,| of the quickest [resp. slowest]
runner is equal to v(> 0) [resp. yv (0 < v < 1)]. And further, assume that the position
of the quickest [resp. slowest] runner at time ¢ = 0 is equal to 0 [resp. a (> 0)]. Thus, we
can assume that the position £(¢) of the quickest runner and the position 7(t) of the slowest
runner at time ¢ (> 0) is respectively represented by

£(t) = vt
{ n(t) =yt +a (14.8)

e Calculations

The formula (I4.8)) can be calculated as follows (i.e., (i) or (ii)):
[(i): Algebraic calculation of (14.8)]:
Solving £(s¢) = 1(sp), that is,

VSy = YUSo + a

we get 5o = (17“7)1). That is, at time sy = ﬁ, the fast runner catches up with the slow

runner.
[(ii): Tterative calculation of (14.8))]:
Define t;, (kK =0,1,...) such that, t, = 0 and

tk—i—l :ﬂyvtk—ka (kZO,l,Q,)

Thus, we see that t;, = % (k=0,1,...). Then, we have that

(14.9)

as k — o0o. Therefore, the quickest runner catches up with the slowest at time sy = ﬁ

[(iii): Conclusion]: After all, by the above (i) or (ii), we can conclude that

the quickest runner can overtake the slowest at time sy) = —%~.
! =y
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a4
s
: i o@t)=tta
(1—% ) :
T b
(1—*)
I 2 S "
a b T ......
() =t
0 v o S !
— v —Y)v —Y)v —Y)V
) En) ER) R Eh

The graph of q;(t) = vt, qa2(t) =yvt +a

14.4.2.3 Why isn’t the Answer [14.13/ authorized?

We believe that the Answer [14.13is not the wrong answer of Zeno’s paradox. If so, we have

to answer the following question:
F) Why isn’t the Answer accepted as the final answer of Zeno’s paradox?
( y p p
We of course believe that

(G1) the reason is due to the fact that statistics (=dynamical system theory) is not

accepted as the world-view in Figure
Or equivalently,
(G1) the linguistic world-view is not accepted as the world-view in Figure [14.10.
If so, the readers note that

(H) the purpose of this note is to assert that the linguistic world view should be
authorized in Figure

14.4.3 Quantum linguistic answer to Zeno’s paradoxes

Before reading Answer [14.14 ( Zeno’s paradox(flying arrow) ), confirm our spirit:
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(I) The theory described in ordinary language should be described in a certain world de-
scription. That is because almost ambiguous problems are due to the lack of “the world-

description method”.
Therefore,

(J) it suffices to describe “motion function ¢(¢) in Answer 14.13 (flying arrow)” in terms
of quantum language. Here, the motion function should be a measured value, in which

the causality is concealed.

This will be done as follows.

Answer 14.14. [The answer to ProblemI4.TT] or [Answer to Problem [14.9; Zeno's paradox(flying
arrow) (cf. ref. [36,138])] In Corollary 14.7, putting

qt) = yi(= gt(¢to,t(wto)))

we get the time-position function ¢(t).

Although there may be several opinions, we consider that the followings (i.e., (K;) and (K3))

are equivalent:
(K1) to accept Figure [14.10:[The history of the world-view]

(K2) to believe in Answer [14.14] as the final answer of Zeno’s paradox

ANote 14.3. I think that “the flying arrow” is Zeno’s best work. If readers agree to the above
answer, they can easily answer the other Zeno’s paradoxes. Also, it should be noted that Zeno
of Elea (BC. 490-430) was a Greek philosopher (about 2500 years ago). Hence, we are not
concerned with the historical aspect of Zeno’s paradoxes. Therefore, we think that

ow did Zeno think Zeno’s paradoxes?” is not important from the scientific point of view.
“How did Z think Zeno’ d 71 t i tant f the scientifi int of vi
and
at is important is “How do we think Zeno’s paradoxes?
What is i tant is “How d think Zeno’ d 77

Also, for the quantum linguistic space-time, see §10.7 ( Leibniz=Clarke correspondence). I
doubt great philosophers’ opinions concerning Zeno’s paradoxes.
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Chapter 15

Least-squares method and Regression
analysis

Although regression analysis has a great history, we consider that it has always continued being
confused. For example, the fundamental terms in regression analysis (e.g., “regression”, “least-
squares method”, “explanatory variable”, “response variable”, etc.) seem to be historically
conventional, that is, these words do not express the essence of regression analysis. In this
chapter, we show that the least squares method acquires a quantum linguistic story as follows.

describe by

The least squares method‘ Regression analysis
- quantum language -
(Section [T5.1) (Section [15.2))

— ratwal [ Generalized linear model] (8)

generalization (Section [15.4)

In this story, the terms “explanatory variable” and “response variable” are clarified in terms of
quantum language. As the general theory of regression analysis, it suffices to devote ourselves
to Theorem [13.4. However, from the practical point of view, we have to add the above story

(B
15.1 The least squares method

Let us start from the simple explanation of the least-squares method. Let {(a;,x;)}, be
a sequence in the two dimensional real space R2. Let ¢(##2) : R — R be the simple function

such that

R>a—z=0¢P"(a)=pa+p cR (15.1)

IThis chapter is extracted from

e Ref. [42]: S. Ishikawa; Regression analysis in quantum language  (|arxiv:1403.0060[math.STI,( 2014) )

363
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where the pair (3, 82)(€ R?) is assumed to be unknown. Define the error o by

(1) = ¢ (= 0P @) (= 2 Y= (Gt M) (152

i=1 i=1

Then, we have the following minimization problem:

Problem 15.1. [The least squares method|.

Let {(as,2;)}i_, be a sequence in the two dimensional real space R?.
Find the (8y, 1) (€ R?) such that

n

o*(Bo, 1) = min (B, 52)( = min 1 Z(l’l — (Brai + ﬂo))2> (15.3)

(B1,82)€R? (B1,82)€R2 N

1=

where (S, 1) is called “sample regression coefficients”.

This is easily solved as follows. Taking partial derivatives with respect to [y, (i, and

equating the results to zero, gives the equations (i.e., “likelihood equations”),

00*(B1, B2) _ <

0o (3, = .
% = Zzl(l'l — 60 — Blai)ai = 0, (Z = 17 ceey TL) (155)
Solving it, we get that
5 Saz 5 — Sazx _ ~92 1 - A A 2 Szx
=— =T —— = - i~ i = Sgz — —— 15.
fi=iE homrojma e s (e h)) e -2 (150)
where
d:al—l— +(1n’ j:$1+"'+wn7 (157)
n n
—_— n 2 .« o o — a 2 —_— T 2 DY —_— T 2
Saa — ((I]_ a) + + (a’n a’) , Sa;m — (‘7;1 .T) + + (‘/I;n ‘I) , (158)
n n
Sup = (al_a)(xl_E)_{_"'_{_(an_d)(l‘n_‘f). (159)
n

Remark 15.2. [Applied mathematics]. Note that the above result is in (applied) mathematics,
that is,

e the above is neither in statistics nor in quantum language.

The purpose of this chapter is to add a quantum linguistic story to Problem [I5.1] (i.e., the

least-squares method) in the framework of quantum language.
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Put T'={0,1,2,--- ,4,--- ,n}. And let (T, 7 : T\ {0} — T) be the parallel tree such that

r(i)=0 (Vi=1,2,---,n) (15.10)
!
0o 2

Figure 15.1: Parallel structure

#Note 15.1. In regression analysis, we usually devote ourselves to “classical deterministic causal
relation”. Thus, Theorem [12.8] is important, which says that it suffices to consider only the
parallel structure.

For each 7 € T, define a locally compact space €2; such that

0y = R? = {5: {gﬂ . Bo, B eR} (15.11)
Qi:R:{ui : MGR} (=12, ,n) (15.12)

where the Lebesgue measures m; are assumed.

Assume that
GweR  (i=1,2--n), (15.13)

which are called ezplanatory variables in the conventional statistics. Consider the deterministic

causal map ¥, : Qo(= R?) — Q;(= R) such that
Qo =R?3 8= (6o, }1) = Ya, (B0, B1) = Bo + bra; = i € % = R (15.14)
which is equivalent to the deterministic causal operator W,, : L>=(€;) — L*°(€) such that

(o, (f)](wo) = [i(Ya;(w0))  (Vfi € L(8), Vwy € Qo, Vi € 1,2, ,n) (15.15)
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Yo = (=R)

Figure 15.2: Parallel structure (Causal relation ¥,,)

Thus, under the identification: a; < V,,, the term “exzplanatory variable” means a kind of

causal relation V¥,,.

For each i = 1,2, -+ ,n, define the normal observable O,=(R, Bg, G, ) in L>(§2;(= R)) such
that

_ 1 (v — p)? - _
Gy (2)](1) = (Q—WZexp [— i ]da: (VE € Bg,Vu € Q(=R)) (15.16)

where o is a positive constant.
Thus, we have the observable Of'=(R, Bg, ¥,.G,) in L=(Qy(= R?)) such that
= _ = _ 1 (z — (Bo + aif))?
0 G @D = [Gol@NN0a3) = s [ o [ 5 2  Jae 157

(V= € Bg, V8 = (8o, B1) € Q(=R?)

(1

Hence, we have the simultaneous observable X ; O%=(R" Bgn, X ¥, G,) in L®(Q(=

R?)) such that

n

(X 0,Go)(X Z)](8) = X ([2,G)(E0)(5))

i=1 i=1 =
n o , 2

:/ . /[)(50,3170)(.’171, To, -+, xy)dxy - - dxy, (15.18)
X

(Vi>:<1 Ei € Bn, Y6 = (B0, f1) € Qo(= R?))

Assuming that o is variable, we have the observable O = (]R”(: X), Bra (= F), F) in L>2(Q x
R, ) such that

n n

[F(X EDI(B,0) = [(i>:<1 Vo, Go) (X E)](B)  (VEi € Br,V(B,0) € R*(= Qo) x Ry)  (15.19)

i=1

1=
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Problem 15.3. [Regression analysis in quantum language|
L1

)
Assume that a measured value x = € X = R” is obtained by the measurement

Ty,
Moo (oxr,) (O = (X, T, F), Si(80,81,0))- (The measured value is also called a response vari-
able.) And assume that we do not know the state (8, 81, 02).
Then,

e from the measured value x = (x1, 29, ...,2,) € R", infer the 5y, f1, 0!

That is, represent the (89, 81, 0) by (Bo(z), B1(x),6(z)) (i.e., the functions of z).

Answer.
Taking partial derivatives with respect to By, 31, 02, and equating the results to zero, gives

the log-likelihood equations. That is, putting
L(ﬁ0> 617 027 L1y, Loy 7xn) = 108; (p(ﬁo,ﬂl,a)(xh D PR 7xn))7

(where “log” is not essential), we see that

n

oL

905, =0 = ; (zi — (Bo + aifr)) =0 (15.20)

oL -

=0 = > aiwi — (Bo + aiBr)) = 0 (15.21)
=1

dL IS

5=0 — o+ 2012 (i — Bo — Bra;)* = 0 (15.22)

Therefore, using the notations (15.7)-(15.9)), we obtain that

Bo(x) =T — pr(@)a =T — 22a, Bi(x) = 22 (15.23)

Saa Saa
and

S (= (Gola) + ()

_ Jas (15.24)
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Note that the above (15.23) and (15.24) are the same as (15.6). Therefore, Problem
(i.e., regression analysis in quantum language) is a quantum linguistic story of the least squares

method (Problem [15.1]).
Remark 15.4. Again, note that

(A) the least squares method (15.6) and the regression analysis (15.23) and (15.24) are the

same.

Therefore, a small mathematical technique (the least squares method) can be understood in a

grand story (regression analysis in quantum language). The readers may think that

(B) Why do we choose “complicated (Problem [15.3))” rather than “simple (Prob-
lem I5.1)” 7

Of course, such a reason is unnecessary for quantum language! That is because

(C) the spirit of quantum language says that
“Everything should be described by quantum language”

However, this may not be a kind answer. The reason is that the grand story has a merit
such that statistical methods (i.e., the confidence interval method and the statistical hypothesis

testing ) can be applicable. This will be mentioned in the following section.
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15.3 Regression analysis(distribution , confidence inter-
val and statistical hypothesis testing)

As mentioned in Problem [I5.3]( regression analysis), consider the measurement M Lo0(Qo xRy (0=
(X(: Rn)a J, F)> S[(ﬁo,ﬁl,a)])
For each (8,0) € R* x Ry, define the sample probability space (X, F, Pg,)), where
Po)(E) = [F(E)](Bo, pr,0)  (V2€T)
Define L*(X, Ps,)) (or in short, L*(X)) by

L*(X) = {measurable function f: X - R | [/ | f(2)|2 P 0 (dx)]/? < o0} (15.25)
Further, for each f,g € L?(X), define E(f) and V(f) such that

_ /X F(2) P (da / (@) — B(f)[* P (dr). (15.26)

Our main assertion is to mention Problem [15.3 (i.e., regression analysis in quantum lan-
guage). This section should be regarded as an easy consequence of Problem [I5.3] ( regression

analysis). For the detailed proof of Lemma [15.5] see standard books of statistics (e.g., ref. [§]).

Lemma 15.5. Consider the measurement My (o,xr,)(0O = (X, T, F), S|3,8.,0)) in Problem

15.3 ( regression analysis). And assume the above notations. Then, we see:

(A) () V(B =21+ 5), (@ V(A) =21,

aa

)

(Ay) [Studentization]. Motivated by the (A;), we see:

Vil —p) g VB )
V2 (1 + @2 /50a) ’ 1 V0 Saa

where t,,_5 is the student’s distribution with n — 2 degrees of freedom.

Ty, = ~ tos (15.27)

For the proof. see ref. [§].

Let Mooy (=r2)xr,) (0 = (X(=R"), T, F), Sj(8,,8,,0))) be the measurement in Problem [15.3
( regression analysis). For each k = 0,1, define the estimator Ej : X (= R") — O4(= R) and
the quantity 7 : Q(= R? x R, ) — O,(= R) as follows.

)
>
»

Eo(x)(= Po(z)) =T — ;ﬂaa El(x)(z pi(z)) = jﬂ, 70(Bo, B1,0) = Bo. ™1 (Bo, P1,0) = B,
(15.28)
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(V(Bo, B1,0) € R? x Ry)

Let a be a real number such that 0 < a < 1, for example, « = 0.05. For any state
w=(8,0)( € Q=R>xR,), define the positive number 1%, ( > 0) by (6.9), (6.15), that is,

NS (= 0050) = inf{n > 0: [F({w € X : g, (Ex(w), me(w)) > n})(w) < a} (15.29)

where, for each ), 0 (€ ©y), the semi-distance dg_in O is defined by

V|09 —65 e
0 1 6—2(1+62/3aa) (lf k o O)
gk(ek,ek) = (15'3())
V|69 0] (if k=1)

\/62/Sqa

Therefore, we see, by Lemma [15.5 that

inf{n>0:[F{zreX : \/% > nH)(w) < a} (f k=0)

Mo = A (15.31)
inf{n >0:[F{zeX : LA > WH(w)<a} (ifk=1)

&Z(x)/saa
= t,_o(a/2) (15.32)
Summing up the above arguments, we have the following proposition:

Proposition 15.6. [confidence interval]. Assume that a measured value x € X is obtained by
the measurement Mze (o) xr,)(0O = (X, F, F), S(8,,8.,0)])- Here, the state (5o, 81, 0) is assumed

to be unknown. Then, we have the (1 — «)-confidence interval I ;;a in Corollary [6.6] as follows.

I = {melw)(€ ) = b, (Ex(x), m(w)) < 5"}

&QTEx) (1+62/Saa)

- . (15.33)
= {h =m)(e0): BOA <4 a2} ([fk=1)

V @(USM)

155 = { B0 = m(w)(€ O) - y bt <, (a/2)} (it = 0)

Proposition 15.7. [Statistical hypothesis testing]. [Hypothesis test]. Consider the measurement
Moo (oxiry) (O = (X, T, F), Sy(,,8,,0)])- Here, the state (8o, 51, 0) is assumed to be unknown.

Then, according to Corollary 6.0, we say:
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(By) Assume the null hypothesis Hy = {8o}(C ©¢ = R). Then, the rejection region is as

follows:
Ry = Eg' (R = N {z(€ X) : dg, (Eo(x), mo(w)) > mg}
weQ such that mo(w)eHy
- {:c ex . @) =Sl > tn_Q(a/z)} (15.34)

V(1122 s,,)

(By) Assume the null hypothesis Hy = {8:}(C ©; = R). Then, the rejection region is as

follows:

Ry = BV (R = N {x(€ X) : d, (Bx(x), m(w)) > %}
we such that = (w)eHy

—WZ(I) — A > tyo(cr/ 2)} (15.35)

ol (1/54a)

n

:{xEX:
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15.4 Generalized linear model

Put T={0,1,2,--- ,i,--- ,n}, which is the same as the tree (15.10)), that is,

(1) =0 (Vi=1,2,---,n) (15.36)
o
o 2

Figure 15.3: Parallel structure

For each i € T, define a locally compact space §2; such that

Bo
Qg =R™ = {5 = 6:1  Bo B B R} (15.37)
B
QZ-:]R{:{M :MER} (i=1,2,--,n) (15.38)
Assume that
a; €R (i=1,2,---,n, j=1,2,--- ,m,(m+1<n)) (15.39)

which are called ezplanatory variables in the conventional statistics. Consider the deterministic
causal map v, : Qo(= R™) — Q;(= R) such that

Qo =R™' 3 B=(By, b1, Bin) ¥ Vaw(Bo. Brs - Bm) = Bo+ > _ Bjay = p; € % =R

j=1
(15.40)
(i1=1,2,--+,n)
Summing up, we see
— — — -— -1 a/ a “ .. a/ m- — -
60 wal. (B07 617 e 7ﬁm) 1 all 2 ! BO
21 Q22 - d2m
61 wQQ.(BOMBD"' 7/8m) 1 as asy -+ as /Bl
6 = /8.2 —> @Zja:a. (507 517 e 7B’m) =11 41 Qo -+ G . 5‘2 (1541)
_ﬁm_ _wan. (ﬁ0> 617 T 7ﬁm)_ -1 apy Ay - anm_ _ﬂm_
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which is equivalent to the deterministic Markov operator ¥, , : L>(£2;) — L*(£2) such that
Wa (fi)l(wo) = fi(Yai(wo)) (Vi € L¥(), Vo € Qo,Vie1,2,---,n) (15.42)

Thus, under the identification: a;; < W,,,, the term “explanatory variable” means a kind of

causality.

q,\ L®(2,(= R))

Gne -

Figure 15.4: Parallel structure(Causal relation ¥,,,)

Therefore, we have the observable Of*=(R, Bg, ¥,.,G,) in L=(Qq(= R™)) such that

[Wa,, (Go (ENI(P) = [(Go (EN)(Wai (8) = da

1 (x — (Bo + 22011 aiiBy)
(2—\/?2)/6)(1) [_ 202

[1

(15.43)
(V2 € Br,VB = (B0, B, -+ » Bm) € Qo(= R™H))

Hence, we have the simultancous observable X O%*=(R", Bgn, X | ¥, .G,) in L=(Q(=

R™1)) such that

X
=
8
Q
N
X
[0

) = X (%0 Co)E)5))

=1 =1 i=

1 /.../exp {_Z?l(‘”i — (Bo+ 3200 aiiBy))?

}davl - dy (15.44)

202

(v@>:n<1 EZ S 3Rn,Vﬁ = (607&17 e 76m) € QO(E Rm+1))

Assuming that o is variable, we have the observable O = (]R”(: X), Bge(=F), F) in L>=(Q x
R, ) such that

n n

F(X Z0)(8,0) = [(X WauG)(X Z0)(B) (v X 5i € By V{5, 0) € R™ (= 0y) x Ry)

= =1 i=1

(15.45)
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Thus, we have the following problem.

Problem 15.8. [Generalized linear model in quantum language]

I
X2 . .

Assume that a measured value z = ) € X = R” is obtained by the measurement
xn

Moo (oxr,) (O = (X, T, F), S180,81, ,pmio)])-  (The measured value is also called a response

variable.) And assume that we do not know the state (8o, 31, - , Bm, 02).

Then,

e from the measured value x = (x1, 29, ..., 2,) € R", infer the Sy, 51, , B, 0!

That is, represent the (5o, 81, -+ , Bm, ) by (Bo(x), @Al(x), <o Bm(z),0(x)) (i.e., the functions
of z).

The answer is easy, since it is a slight generalization of Problem [[5.3. Also, it suffices to
follow ref. [8]. However, note that the purpose of this chapter is to propose Problem [I5.8 (i.e,
the quantum linguistic formulation of the generalized linear model) and not to give the answer

to Problem [15.8l

Remark 15.9. As a generalization of regression analysis, we also see measurement error model

(cf. §5.5 (117 page) in ref. [29]), That is, we have two different generalizations such as

D : ’generalized linear model‘

(15.46)

’Regression analysis‘ e
generalization @ : |measurement error model |

However, we believe that the (1) is the main street.
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Kalman filter (calculation)

The Kalman filter [52, [56] is located as in the following ():

+ causality

Fisher’s maximum likelihood method » regression analysis

usually deterministic

(f) : Statistics

+ causality

Bayes’ method Kalman filter

non-deterministic

Thus, I can not emphasize too much the importance of the Kalman filter. Though Kalman filter
belongs to Bayes’ statistics, this fact may not be a common sense. This present state is due
to the confusion between Fisher’s statistics and Bayes’ statistics. I hope that such confusion
should be clarified by the above (f) (based on quantum language). This chapter is extracted
from the following paper:

e S. Ishikawa, K. Kikuchi: Kalman filter in quantum language, arXiv:1404.2664 [math.ST|
2014.

16.1 Bayes=Kalman method (in L*({), m))

Recall Theorem 9.11(Bayes’ theorem), particularly, the Bayes operator (9.5). This will be

generalized as Bayes=Kalman operator as follows.

Let ty be the root of a tree T'. For each t € T', consider the classical basic structure:
[Co(Q) C L(Qy, my) € B(L*(Qy,my))]

Let [O7] = {0« = (X3, Ft, F})) her, {012 0 L°(Qy,) — LOO(Qtl)}(tl,tz)eT% | be a sequential
causal observable with the realization 6t0 = (Xyer X, XierGs, ﬁto) in L>°(Qy,).

For example,

375
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o
} [L2(825) : O3]

/

L) Dop [L27(S2) : O
V\Cblﬁ

[L°°(Q) : Og] -

[L2°(827) : O]

ki

[L>°(€) : O]

KA
o
o>

be/
L
~ S

Figure 16.1 : Simple classical example of sequential causal observable

For each t € T, consider another observable O} = (Y;, G, Gy) in L*>°(;,m;), and the simul-
taneous observable O x O) = (X; x Y, W G, F; x Gy) in L™, m;). And let [OF] =
{O (= (Xy xY;, Ft X Gy, Fy X Gy)) her, {@12 0 L(Qy,) — Lm(Qtl)}(tl,tQ)eTé | be a sequential
causal observable with the realization 6;0 = (Xyer(Xy x ), W yer(F; X G,), ﬁto) in L>°(Q,).

For example,

[L>(€) - O7]
Figure 16.2 : Simple classical example of sequential causal observable
Thus we have the mixed measurement My« Qto)(Oto, Sp(20)), where zg € L% (€Q,). Assume
that we know that the measured value (z,y) (= ((t)wer, (Yt)ter,) € (Xier Xit) X (Xier Yr))

obtained by the measurement Mpe(q, ) (OtO,S*](zO)) belongs to (XerZi) X (Xier V) (€
(RierT:) W (RyerGe)). Then, by Axiom™) 1(8§9.1), we can infer that

(A) the probability P, .=, ((G¢(I't))ier) that y belongs to X,er I'y(€ MyerGy) is given by

PXteTEt((Gt(Ft))tET)
_ Jo[Hio((Xiser Z0) X (Xser D)) () 2o0(i) mo(den)
Jay [Hiy (X er Ze) X (X per Y2)](wo) 20(wo) mo(dw)

(VI'y € G, t €T).

(16.1)
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Let s € T be fixed. Assume that
I''=Y; (Vt €T suchthat t # s)

Thus, putting Py,_,=,(Gs(Ts) = Pu,opz, ((Go(T1))ier), we see that P,
That is, there uniquely exists z2 € L1 (€, m,) such that

e Lt (92, ms).

teTEt

~

Prerz((Gs(Ts)) = 11, (255 Gs(Ds)) poo :/Q (G (T)](ws) 25 (ws)ms (dws)

for any observable (Y;, G5, Gs) in L>®(Q,). That is because the linear functional Py

teTEt -

L>(Q,) — C (complex numbers) is weak® continuous. After all,

(B) we can define the Bayes-Kalman operator [B%tO(XteT =) LY () — LY, () such
that

(pretest state) [Bg, (Xier E)] (posttest state)

0 20 (16.2)

Bayes-Kalman operator

(€LL1 () (€LY (%))

which is the generalization of the Bayes operator (9.5).

Remark 16.1. We have frequently discussed the Bayes=Kalman filter, for example, in [29, [32].
However, these arguments are too theoretical. In this chapter, we devote ourselves to the

numerical aspect of the Kalman filter.
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16.2 Problem establishment (concrete calculation)

In the previous section, we study the general theory of Kalman filter. In this section,
we devote ourselves to the calculation of Kalman filter in the case of a linear ordered tree

T =1{0,1,2,--- ,n} such that the parent map = : T'\ {0} — T is defined by 7(k) = k — 1:

m m

0¢+——1¢+—2 n—1«"—n

Figure 16.3: Linear ordered tree
For each k € T, consider the classical basic structure:
[Co(€) © L=(Q, my) C B(L%(Qk,mk))]( = [Co(R) C L®(R, dw) C B(L(R, dw))])

where dw is the Lebesgue measure on R.

Consider the sequential causal observable [Q7] = [{O;}ier, {®1 : L®(Q;) —
L(Q4-1)}r=12, n ], and assume the initial state zy € L1, (Q0, mo).
Thus, we have the following situation:
initial state zg - L ) o )
@ 3 (b 5 (I’S— yS ¢$,$ (bn— g
| L(Qg,mg) | | L%(Qq,mq) [ -+ L>(Q,my) L>(Qp, )
00=(X0,F0Fo) 01=(X1,91F1) 0,=(X;,5:F5) 0n=(Xn,5nFn)
or, equivalently,
initial state zg
<I)0,1 (131,2 <I)s—l,s (I)s,s+l Cp'n—l,n
LY (Q9,mo) | —— | LY, my) | —— -+ —— | LY(Qg,ms) | — coe— LY, my)
OOZ(X[)vg:OvFO) Olz(legrlyFl) OS:(XS7:TS7FS) O’VL:(XTL7:T’717FTL)
In the above, the initial state zy(€ L% (g, my)) is defined by
1 wo — fo)”
Z()((J.Jo) = exp[—u] (V(JJO € QO) (163)

2
20§

V2mog

where it is assumed that g and oy are known.
Also, foreacht € T'={0,1,--- ,n}, consider the observable O, = (X;, F;, F;) = (R, Bg, F})
in L>(£, m;) such that

_ 1 2y — oy — dy)? _
[Ft<:‘t)](wt) = / \/%q exp[—( i ;q; t) ]dﬂft = / fftt (Wt)dxt (V:t € ?t, th € Qt)
=n t t =

(16.4)

where it is assumed that ¢;, d; and ¢; are known (¢t € T)).
And further, the causal operator ®~1*: L>(Q,) — L*>°(Q;_) is defined by

o 1 (wt — QWi—_1 — bt)2

[, J(wy) = /_ Nor exp|— 202 [ fo)dw, = fior(wir) (16.5)
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(V};t < LOO(Qt,mt), th—l S Qt—l)

where it is assumed that a;, b; and r; are known (¢ € T').
Or, equivalently, the pre-dual causal operator ®. 1 : L1, (Q,_1) — L1, (€,) is defined by

(Wt — QiWi—1 — bt)2 ~

(D147 1] (wy) \/ﬁrt exp|— 207 1Zt—1(wi—1)dw 4 (16.6)
(Vzt,l € LH(Qt,l,mt,l), Yw; € )
Now we have the sequential causal observable
[Or] = [{Oc}rer, {®""" - L=(Q) = L=(Qu-1)}r=12,
Let O (X1 X;, R F,, F) be its realization. Then we have the following problem:
Problem 16.2. [Kalman filter; calculation]
Assume that a measured value (zg, 7, - ,7,) (€ X[_y X;) is obtained by the measure-

ment M (q) (O, Si(20)). Let s(€ T') be fixed. Then, calculate the Bayes-Kalman
operator [B%O(XteT{xt})](zo) in (16.2)), where

B3, (X fwPl(0) = 20 = _ Jim_ [B3 (X Z0)](x0)

That is,

measured value:(zo,21,...,Zn)

L1(90) 3 20

By (X eried)
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16.3 Bayes=Kalman operator B (x;er{z:})
0

In what follows, we solve Problem [16.2. For this, it suffices to find the z, € L (€) such that

Jog (X9 Z2) % T)](wo) 20(wo)dewo

e (€) [0 [Fo( X g Ze)](wo) Zo(wo)duwo

:/Q [Gs(rs)](ws) Zs<ws)dw$ (VFS € ‘("FS)

Let us calculate z, = [B(%O(Xte;p{xt})}(zo) as follows.

/Q Fo((X Z)) x T)](w) 20(wo)decio

t=0

~ n
L) <ZO’ FO((t>:<0 :t) X F5>>L°°(QO)
n

= (@O (Fy(Z0)20), Fi(( X Zp) x Ls)) poecar) (16.7)

Tl
L (Ql> t=1

(A) and, putting zy = Fy(Zp)z20 (or, exactly, its normalization, i.e., Zop = limz, 4, %)
, 2= F(ENPY(20), 2 = Fa(E2) 0% (21), -+, Zomr = Foma(Sem1) 52771 (Z2), we see
that

(16.7) :lel)<<1>g,1(zo),Fl((t>:<1 Et) X Is)) pooay)
_L1(92)< 12(%)7 F2<(t>:<2 Ep) x F5)>L°°(92)
:L1(523+1) <®i78+1 (Es>’ FS+1((t:>S<+1 Et) X F5)>L°°(Qs+1)
:L1(QS) <¢)i_118<28—1)v FS<<t>=<S Et) X 1j5)>L°°(Qs)
:Ll(ﬂs) <(I)i7178(5571)7 FS<ES)GS(FS)(I)S’S+1F8+1(t:>8<+1 Et>>L°°(ns)
=1 ( (FS(ES)QDS’SHFHl (t:>s<+1 Et)) (q)ifl’s(’gsfl)> , GS(FS)>LOO(QS) (16.8)

Thus, we see

. ) (FS(ES)CDS’SHﬁs—s-l( X ?:s—l—l Et)) X (q)i_l’szs—l))
[Bg, (X {z:})](20) = _ lim P
0 teT Zt— Tt (tGT) fQO [FO( >< =0 ‘:‘t)] (wo) ZO (wo)dwo

(16.9)
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381
16.4 Calculation: prediction part
16.4.1 Calculation: z, = & "*(Z,_;) in (16.9)
We prepare the following lemma.
Lemma 16.3. It holds that
o0 x—By)? —D)? 2—BD)?
(B1) o T exp|— 52 ks expl— 52y = JavarTies Op[- 2(542+Bz)02)]
Aw—B)? Cw—D)? 212, 2 22 ABF2+CDE?) ) 2
(B2) exp[~ U2 exp[ - C4-D) m expl - 4(AECE ) (- ABECDED Y
where the notation “~” means as follows:
“fw) = g(w)” <= “there exists a positive K such that f(w) = Kg(w) (Vw € Q)"
Proof. It is easy, thus we omit the proof.
We see, by (16.3) and (A), that
_ . F(Z0)z0
=1
ZO(WO) Eolzg‘o f]R F(Eo)ZQdUJO
1 (20 — cowo — do)*, 1 (wo — f10)?
~ exp[— 2 ] eXp[— 2 ]
V27qq 2q5 V2moy 204
1 (wo — ,170)2
~ exp|l————— 16.10
where
2o 0% n 4 (D) —d ) (16.11)
= = oo(—=)(xg —dy — ¢ .
0 qg n c%ag’ Ho = Mo 0 qﬁ 0 0 oMo
Further, the (B;) in Lemma [16.3l and (16.6]) imply that
z1(wr) = [0 %) (wn)
1 (w1 —a1wp — b)) 1 (wo — Ji)?
= exp[— exp[———=—""]dw,
oo V271 pl 21 ]\/27T50 d 20 Jeo
1 (w1 — M1)2
exp|———— 16.12
where
ol = aloe +r?, 1= ayfio + by (16.13)

Thus, we see, by (Bs) in Lemma [16.3] that

Z—1(we-1) =_ lim SRV
= B Ei—1—=Ti—1 f]R F(Et,l)zt,ldwt,l
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- 1 exp[— (Te-1 — coawi1 — dy_y)? 1 exp[— (wi—1 — Mt—1)2]
V2T G 2g7 4 27041 207
1 (Wit — ig—1)?
N———— eXp|————— 16.14
VP w, e
where
52— %2710?71 — 52 QtQA + 67?71‘77&271 + %271 - QtZA - C?flo-thl
1= =01
! Gy +c10f ! @1+ ci10f
2 2
2 Ct—10t—1
=0, (1 - )
o Gi1 + 107y
~ ey G
P11 = -1 + 01:2_1((;2 ) (@1 — Cefie1) (16.15)
-1
Further, we see, by (B;) in Lemma [16.3] that
ze(wr) = [P %] (w)
> 1 (Wt — QW1 — bt)2 1 (wt—l - ﬁt—l)z
~ exp|— exp|— — dw;_
—oe V27T bl 2rf | 2m01 bl 207, Ik
1 (we — pue)
~ exXp|—————— 16.16
B, pl 20,2 ] (16.16)
where
of = ajor ,+rl, = i1 + by (16.17)
Summing up the above (16.10)—(16.17), we see:
o — @8,1 z1 (Pi—Z,t—l Te_1 — (I>i—1,t Zip1 4’i_1"s
2 Z 21| — s —— | 2t — | Zi— z Zs
[ [2) e [ Lo e o] e
And thus, we get
ze = ®H5(Z,) (16.18)

in (16.9).
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16.5 Calculation: Smoothing part

16.5.1 Calculation: <F( s) D% SHFS“( st _t)) in (16.9)

Put
r 1 (xn — CphWn — dn)2
zn\Wn) = exXp|—
Foin) = o expf - L2 )
~ (Cntwn = (T — dn))? _ Lo ~\?
~ exp| 202 | = exp] 5 (unwn vn> ] (16.19)

where it is assumed that ¢,, d,, and g, are known (¢t € T'). And thus, put

~ Cn ~ xn - d?’l
Up = —, Up =
dn qn

(16.20)

And further, Lemma [16.3) implies that the causal operator ®'~1* : L>(Q,) — L>(Q;_) is
defined by

fror(wimt) = [@7 o) (wiea)

1 (Wt — QWi—1 — bt)Z (ﬂtwt — fTZg)Q
exp|— exp|———|dw
00 V 27rrt pl 2r2 Jexp| D) Jdw
0, 1+ b)\2 1 2
~ exp[— ( ut(atwt ! 2~2t)) | = exp[—= (ut,lwt,l — vt,1> ] (16.21)
\/1+rtut 14 riu; 2
where
atﬂt btat - Et
U] = ——F—, V| = —F——— 16.22
And also, Lemma [16.3] implies that
~ C,1w71+d71—$,12 Uflwfl—U,12
Jor 1 (Wim1) = exp[—( — 2 2t t-1) ]eXP[—( — ) ) ]
di
1 Ct 1+ Ut 1Qt 1 Ct—l(dt—l - tt—l) + ut—l”t—thZ—l 2
~ exp[—ﬁ( ) We—1 — 2 2 2 ]
G Ci—1 T Uf_14i—4
1/ _ 2
~ exp[—§ (ut,lwt,l — Ut,1> ] (16.23)
where
2 2 2 2
~ Ui g, - Ci—1(di—1 — ti—1) + Us—1v4_1q;_
By = \/Ct 1T UGy 17 T = t—1(di—1 ; 1) 2t 12t 191 (16.24)
di—1 qi—1 \/th + U195

Summing up the above (16.19)-(16.24), we see:

Up—1,0¢—1 Wp_ 1,08 Ut ,Ut Uy 1,Vpy— Uy,

Us,Vs t 1 U,

— T q>t 2,t—1 xt 1 q,t 1t [~ - Tp_1 pn—1.n

frs = fxt 1 m o fxn (16 19)
— (16 7)) [16.22)

Ws

Wi _1 Wn—1 W
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And thus, we get

(REIPH (X0 5)

foo lim (16.25)
ZEi—at (te€{s.s+1,,n}) ”Fs( )(I)s s+1F +1< ><t st Ht)) HLOO(QS)
n (16.9)
After all, we solve ProblemlI0.2( Kalman Filter), that is,
Answer 16.4. [The answer to Problem16.2(Kalman Filter)]
(A) Assume that a measured value (xg, Ty, - ,2,) (€ X,_yX;) is obtained by the mea-

surement Mz () (6,50, Si(20)). Let s(€ T') be fixed. Then, we get the Bayes-Kalman
operator [BY (Xier{z:})](20), that is,
to

}Tﬂ?s (ws) " Zs (ws>
BZ (X {z: D]z ) (ws) = = = 25 (ws Yw, € Qg
(1B, (X feehlzo) (wn) = 8 (s P = 2h() (dn € 92)

where z, in (16.18) and f,, in (16.25) can be iteratively calculated as mentioned in this
section.

Remark 16.5. The following classification is usual
(B1) Smoothing: in the case that 0 < s <n
(By) Filter: in the case that s =n

(B3) Prediction: in the case that s = n and, for any m such that no < m < n, the existence
observable (X,,, Fn, Fr) = ({1},{0, {1}}, F) is defined by F,,,(0) =0, F,,({1}) =1,
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Chapter 17

Equilibrium statistical mechanics

In this chapter, we study and answer the following fundamental problems concerning classical
equilibrium statistical mechanics:

(A) Is the principle of equal a priori probabilities indispensable for equilibrium statistical me-
chanics?

(B) Is the ergodic hypothesis related to equilibrium statistical mechanics?

(C) Why and where does the concept of “probability” appear in equilibrium statistical me-
chanics?

Note that there are several opinions for the formulation of equilibrium statistical mechanics.
In this sense, the above problems are not yet answered. Thus we propose the measurement
theoretical foundation of equilibrium statistical mechanics, and clarify the confusion between
two aspects (i.e., probabilistic and kinetic aspects in equilibrium statistical mechanics), that is,

we discuss
the kinetic aspect (i.e, causality) -+ in Section [17.1
the probabilistic aspect (i.e., measurement) --- in Section [17.2

And we answer the above (A) and (B), that is, we conclude that
(A) is “No”, but, (B) is “Yes”.

and further, we can understand the problem (C).

This chapter is extracted from the following: [34] S. Ishikawa, “Ergodic Hypothesis and Equi-
librium Statistical Mechanics in the Quantum Mechanical World View,” World Journal of Me-
chanics, Vol. 2, No. 2, 2012, pp. 125-130. |doi: 10.4236/wim.2012.22014.

17.1 Equilibrium statistical mechanical phenomena con-
cerning Axiom 2 (causality)

385
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17.1.1  Equilibrium statistical mechanical phenomena

Hypothesis 17.1. [ Equilibrium statistical mechanical hypothesis |. Assume that about
N(=~10** =~ 6.02 x 102 ~ “the Avogadro constant”) particles (for example, hydrogen
molecules) move in a box with about 20 liters. It is natural to assume the following phe-

nomena (1) — (¥):
(O Every particle obeys Newtonian mechanics.

(@ Every particle moves uniformly in the box. For example, a particle does not halt in a
corner.

(3 Every particle moves with the same statistical behavior concerning time.

(@ The motions of particles are (approximately) independent of each other.

\
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(17.1)

In what follows we shall devote ourselves to the problem:

(D) how to describe the above equilibrium statistical mechanical phenomena @) —

@ in terms of quantum language ( =measurement theory).

17.1.2 About (O) in Hypothesis 17.1

In Newtonian mechanics, any state of a system composed of N( ~ 10**) particles is repre-

sented by a point (q7p> (E (pOSitiOD, momentum) = (qlna 42n; 43n; Pin, P2n, p3n)7]:[:1 ) n a phase
(or state) space RV, Let H : R®Y — R be a Hamiltonian such that

ﬂ{((qln, Q2ns G3ns Pins P2n, pgn)ivzl) = momentum energy + potential energy
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Z Z pk” ]+U((Q1n7q2naq3n)Nfl)' (172)
s 2 X particle’s mass n=

Fix a positive £ > 0. And define the measure v, on the energy surface 2, (= {(¢q,p) €
RN | H(q,p) = E}) such that

v, (B) = /B |VH(q,p)| " dmen— (VB € Bq, , the Borel field of )

where

N
OH OH
VH(q,p)| = > P (5 )
[VH(q, p)| = 2 2 8p;m) G

and dmgy_1 is the usual surface Lebesgue measure on Q. Let {¢f } _oo<t<oo be the flow on the

energy surface (2, induced by the Newton equation with the Hamiltonian H, or equivalently,

Hamilton’s canonical equation:

dt  Ope,  dt — Oqun
(k:1,2,3, n:1,2,...,N).

(17.3)

Liouville’s theorem (cf.[55]) says that the measure v, is invariant concerning the flow
{F} —co<t<oo. Defining the normalized measure 7, such that 7, = ﬁ, we have the nor-
malized measure space (2,,Bq_, 7).

Putting A = Cy(2,) = C(2,) (from the compactness of €2.), we have the classical basic

structure:

ve) € B(L*(Q,v,))]

E)TE

Thus, putting 77 = R, and solving the (I7.4), we get w, = (q(t),p(t)), dres = VE_4,,
D 1,00, = Ogy, 1y (wiy) (Vwy, € Q,), and further we define the sequential deterministic causal

operator {®, 4, : L=(2,) = L¥(Q) } iy 1) )eT2 (cf. Definition [10.4).

17.1.3 About (@ in Hypothesis [17.1

Now let us begin with the well-known ergodic theorem (cf. [55]). For example, consider one

particle P;. Put
Sp, ={w € Q, | astate w such that the particle P, stays around a corner of the box }

Clearly, it holds that Sp, € Q.. Also, if ¥7(Sp,) C Sp, (0 =Vt < ), then the particle P

must always stay a corner. This contradicts (2). Therefore, (2) means the following;:
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@' [Ergodic propertyl: If a compact set S(C Q,,S # 0) satisfies 7 (S) C S (0 £Vt < 00),
then it holds that S = 2,.

The ergodic theorem (c¢f. [53]) says that the above (@)’ is equivalent to the following equality:

a+T
/ F7(d) = Jim = [ F0F o))t (17.4)

(state) space average) (time average)

Va e R,Vf e C(Q,), Ywy€Q,)

After all, the ergodic property @) (< (17.4)) ) says that if T" is sufficiently large, it holds that

a+T
f, S g [ s (17.5)

Put m, (dt) = 2. The probability space ([, a+T), Bla,as1], M) (or equivalently, ([0, ], Bjo.ry,

m,) ) is called a (normahzed) first staying time space, also, the probability space (€2, Ba_,7,)
is called a (normalized)second staying time space. Note that these mathematical probability
spaces are not related to “probability” (Recall the linguistic interpretation |(§3.1)| :there is no

probability without measurement).

17.1.4 About 3) and (») in Hypothesis [17.1

Put Ky = {1,2,..., N(=10*)}. For each k ( € Ky), define the coordinate map 7 : Q,( C
RY) — RS such that

Tr(w) = me(q: p) =mk((¢1ns G20, QBnuplmempZin)y]y:l)
=(q1k, 92k, G3k> D1k P2k, D3k) (17.6)
for all w = (Q:p) (QInv Q2n; q3n; Pins p2n7p3n) -1 € Q ( - R6N)~

Also, for any subset K ( C Ky= {1,2, ..., N (=10**)}), define the distribution map Dg()
:Q, (CR%Y) — M7 (R) such that

1
Dﬁ?’p) = 7 Z 57rk(q,p) (V(Q7p) € QE( - RGN))
AR

where $[K] is the number of the elements of the set K.
Let wo(€ Q) be a state. For each n (€ Ky), we define the map X“° : [0,7] — R® such
that

X530 (t) = ma(pf (wo))  (VE€0,T7]). (17.7)
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And, we regard {X“°}Y | as random variables (i.e., measurable functions ) on the probability

space ([0, T, By, m,). Then, 3 and (@ respectively means

@ {X@}N  is a sequence with the approzimately identical distribution concerning time. In

other words, there exists a normalized measure p, on R® (i.e., p, € M7 (R®)) such that:
m,({t €[0,T] : X;0(t) € E})= p(2) (17.8)

(VEE‘BRG,’R:LQ,...,N>

@' {X@IN_is approzimately independent, in the sense that, for any Ko C {1,2, ...,
N(=~10?")} such that 1 < §[K,] < N ( that is, ﬁ[f,o]%O ), it holds that

m,({t € [0,T]: XZ°(t) € Zx(€ Bgs), k € Ko})

~ X 7, ({t €[0,T]: X2(t) € Zp(€ Bo)}).

keKy

Here, we can assert the advantage of our method in comparison with Ruelle’s method

(cf.[66]) as follows.

Remark 17.2. [About the time interval [0, T]]. For example, as one of typical cases, consider
the motion of 10%* particles in a cubic box (whose long side is 0.3m). It is usual to consider
that “averaging velocity” =5 x 10*m/s, “mean free path”’=10""m. And therefore, the collisions
rarely happen among #][Kj] particles in the time interval [0, 7], and therefore, the motion is
“almost independent”. For example, putting #[K,] = 10'°, we can calculate the number of
times a certain particle collides with Ky-particles in [0,T] as (10~7 x 185y~ x (5 x 10%) x T

~ 5 x 107° x T. Hence, in order to expect that 3) and (@' hold, it suffices to consider that
T ~ 5 seconds. ///

Also, we see, by (I7.7) and (I7.5)), that, for Ko(C Ky) such that 1 < ${Ky] < N,
m.({t €[0,T] : X;°(t) € Zx(€ Bgo),k € Ko})
=m,.({t € [0,T] : mx(VF (wo) € Zx(€ Brs), k € Ko})

=1, ({t € [0, ] : ¥ (wo) € ((Th)rers) " ( X Zp)})

~ Uy ((Th)kero) é{o Er))
=(7, o ((Wk>keKo>_1)(k€>§<0 Ek)- (17.9)
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Particularly, putting Ky = {k}, we see:

m,({t € 0.T] : X°(t) € E})= (7, om;")(E)
(VE € Bps). (17.10)

Hence, we can describe the 3) and (@) in terms of {7} in what follows.

T -

Hypothesis 17.3. [® and @ |. Put Ky = {1,2, ..., N(=10*")}. Let H, E, v
Q, — R be as in the above. Then, summing up @) and @), by (17.9) we have:

E) VE’

(E) {m : Q. — RC}Y  is approximately independent random variables with the identical
distribution in the sense that there exists p, (€ M’ (R%)) such that

® p,(= “product measure” )~ v, o (7 )rex,) (17.11)
keKo

for all Ky C Ky and 1 £ #[Ky] < N.

Also, a state (g, p)(€ §2,) is called an equilibrium state if it satisfies D;?;f)sz.

17.1.5 Ergodic Hypothesis
Now, we have the following theorem (cf.[34]):

Theorem 17.4. [Ergodic hypothesis|. Assume Hypothesis [I7.3 ( or equivalently, 3) and (@) ).
Then, for any wy = (¢(0),p(0)) € Q,, it holds that

(DY (2)~ . ({t € [0,T] © Xio(t) € Z})
(VZ € Bgs, k= 1,2,..., N(=10*)) (17.12)

for almost all £. That is, 0 £ m,.({t € [0,7] : (I7.12) does not hold}) <« 1

Proof. Let Ky C Ky such that 1 < §[Ky] = Ny < N (that is, ﬁ[flﬁ,o]%()z 5] Y. Then, from
Hypothesis A, the law of large numbers (¢f. [54]) says that
Dfr?ét)’p(t))% voom (~p,) (17.13)

for almost all time ¢. Consider the decomposition Ky = {Kx), K(2),..., Ky} (e, Ky =
Ul 1 K(l) N K(l/) = Q) (l 75 l/) ), where ﬂ[K(l)]%No (l = 1,2, e L) From (7.13), it holds
that, for each k (=1,2,..., N (=10%*)),

L
Q(t)p Z X D(q ) ())]

=1

ZIH
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L

1

NZ XPENV Oﬂkl(%pE )7 (1714)
for almost all time ¢. Thus, by (17.10), we get (17.12). Hence, the proof is completed.

We believe that Theorem [17.4]is just what should be represented by the “ergodic hypothesis”™
such that

“population average of N particles at each t”

=“time average of one particle”.

Thus, we can assert that the ergodic hypothesis is related to equilibrium statistical mechanics
(cf. the (B) in the abstract). Here, the ergodic property (2 (or equivalently, equality (I7.5]))
and the above ergodic hypothesis should not be confused. Also, it should be noted that the

ergodic hypothesis does not hold if the box ( containing particles ) is too large.

Remark 17.5. [The law of increasing entropy]. The entropy H(q,p) of a state (¢,p)(€ §2,) is
defined by

H(q,p) = klog[v, ({(d,p)) € Q, : D¥P~ DY)

where

k = [Boltzmann constant]/([Plank constant]*" N1)

Since almost every state in (), is equilibrium, the entropy of almost every state is equal

klogv, (€2, ). Therefore, it is natural to assume that the law of increasing entropy holds.
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17.2 Equilibrium statistical mechanical phenomena con-
cerning Axiom 1 ( Measurement)

In this section we shall study the probabilistic aspects of equilibrium statistical mechanics.

For completeness, note that
(F) the argument in the previous section is not related to “probability”

since Axiom 1 (measurement; §2.7) does not appear in Section [I7.1. Also, Recall the linguistic
interpretation |(§3.1) : there is no probability without measurement.
Note that the (17.12) implies that the equilibrium statistical mechanical system at almost

all time ¢ can be regarded as:

G) a box including about 10** particles such as the number of the particles whose states
g p p
belong to = ( € Bgs) is given by p,(Z) x 10%*.
Thus, it is natural to assume as follows.
(H) if we, at random, choose a particle from 10?* particles in the box at time ¢, then the

probability that the state (g1, 2, g3, p1, P2, p3) (€ R®) of the particle belongs to = ( € Bgs)
is given by p,(Z).

In what follows, we shall represent this (H) in terms of measurements. Define the observable

Op = (RS, Bgs, Fy) in L>(£2,,) such that

[Fo()(g,p) = [Dg;?](g)( _ Bk W;{(}q{,f]) € E}])

(V= € Bgs, V(q,p) € Q,( € RYY). (17.15)
Thus, we have the measurement Mo, (Op = (RG,BRe,FO),S[(;MQO’%)}). Then we say, by

Axiom 1 (measurement; §2.7)|, that

I) the probability that the measured value obtained by the measurement My« .)(Og =
(Q2E)

(R6’ BRG, Fo), S[adit(qomo)])

A says that [Fo(2)](¢e(q,,p,)) = px(Z) (almost every time t).

belongs to =(€ Bgs) is given by p,.(Z). That is because Theorem

Also, let WF : L*™(Q,
continuous map f : Q. — Q. (¢f. Section I7.1.2). Then, it clearly holds UfO, = O,.

) — L>*(2,) be a deterministic Markov operator determined by the

And, we must take a MLOO(QE)(OO,S[(q(tk)m(tk))]) for each time ty,t9,...,t,...,t,. However,
the linguistic interpretation |(§3.1)|:( there is no probability without measurement) says that it

suffices to take the simultaneous measurement MC(QE)( XZ:1 Oo, S[é(qw),p(o»])'
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Remark 17.6. [The principle of equal a priori probabilities |. The (H) (or equivalently, (I))
says “choose a particle from N particles in box”, and not “choose a state from the state space
2.7. Thus, as mentioned in the abstract of this chapter, the principle of equal (a priori)
probability is not related to our method. If we try to describe Ruele’s method [66] in terms of
measurement theory, we must use mixed measurement theory (cf. Chapter 9). However, this

trial will end in failure.

17.3 Conclusions

Our concern in this chapter may be regarded as the problem: “What is the classical me-

chanical world view?” Concretely speaking, we are concerned with the problem:
“our method” vs. “Ruele’s method [66] ( which has been authorized for a long time )”

And, we assert the superiority of our method to Ruele’s method in Remarks [17.2, [17.5 [17.6.
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Chapter 18
Reliability in psychological tests

In this chapter, we shall introduce a measurement theoretical approach to a problem of analyzing
scores of tests for students. The obtained score is assumed to be a sum of a true value and a
measurement error. It is also subject to a systematic error (=noise) depending on his/her health
or psychological condition at the test. In such cases, statistical measurements are convenient
since these two errors (i.e., measurement error and systematic error) in measurement theory can
be characterized in different mathematical structures. As a result, we show that

“reliability coefficient” = “correlation coefficient”

in a clear formulation.
This chapter is extracted from the following.

[50] K. Kikuchi, S. Ishikawa, “Psychological tests in Measurement Theory,” Far east
journal of theoretical statistics, 32(1) 81-99, (2010) ISSN: 0972-0863

18.1 Reliability in psychological tests

18.1.1 Preparation

In this section, let us consider reliability of psychological tests for a group of students. We
discuss examples from measurement theoretical characterization of tests to measure mathemat-
ical ability of students.

Let © :={61,0s,...,0,} be a set of students, say, there are n students 6;,0,,...,6,. Define
the counting measure v, on © such that v.({0;}) =1 (: = 1,2,...,n). The © will be regarded
as a state. For each 0; (€ ©), we define 15, (€ L1,(0,1,)) by 15(0) =1 (if0 = 6;), =
0 (if 6 # 60;). Recall that © can be identified with the {1y, | §; € ©} under the identification:
©350,+ 1y, €{ly| 0O}

395
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For simplicity, we shall begin with the test for one student 6; (€ ©). Let (Qgr, Fqy, dw) be

the Lebesgue measure space where (g = R.

Example 18.1. (test in mathematics for a student ;) Let © := {0,6,,...,0,} be a state
space which is identified with the set of the students. The mathematical ability of the student
0; (¢ ©) is assumed to be represented by a statistical state ®,(1p,) (€ L, (Qg,dw)) (i =
1,2,...,n) where ®, : LY(0,1.) — L'Y(Qg,dw) is a pre-dual Markov causal operator of ® :
L>®(Qg,dw) — L®(0,1v,).

0=1{1,]0c0

Du(lo,)  Pu(loy)  Qp

Let O := (Xg, Tx,, F') be an observable in L®(Qg, dw). Axiom™ 1 (§9.1)) asserts that

(A) the probability that the score (measured value) of the student §; (€ ©) obtained by the
statistical measurement Mpe (o, a.)(O, Sp(P.(1g,))) belongs to a set Z (€ Fx,) is given
by

L1(Qp,dw) <q)*(19i)7 F(E)>L°°(QR,dw) ( = / [F(E)](w) [(I)*(19i)](w) dw)-

Qr

Remark 18.2. In the above, readers may have a question
(B) What is the unknown pure state [*] in Sy ?
Imaging the deterministic causal map ¥ : © — (dg, we may consider that
=006 = [ el (10)](w)do
R

Also, note that the [*] does not play an important role in this chapter since Bayes’ theorem

9.11] is not used.
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Remark 18.3. It should be kept in mind that the variance o? of the ability of 6; (€ ©)

(i=1,2,...,n) is not constant, that is to say, we do not assume that o? = 0]2- (Vi,V7):

o2 ;:/ (@ — ) [B.(1p)](w) dw (i =1,2,....n), (18.1)
Qg
where p; is an expectation of ®,(1y,):

i = /ﬂkw[@*(lgi)](w) dw (i=1,2,...,n). (18.2)

18.1.2 Group measurement (= parallel measurement)

The above example is the test for a student 6; (€ ©). Keeping this in mind, we will next
consider the test for a group of n students. Let Q3 = R", and let (Qﬁ,ff%,dw”) be a n-
dimensional Lebesgue measure space. Furthermore, let O := (Xg, Fx,, F) and My« (q, 4.)(O,

S (®.(1g,))) (i = 1,2,...,n) be as in above example. Here, we consider a parallel measurement

MLm(Qﬁ,dwn)((A), S(p)) where 0:= (Xg, Fxz, F\) is an observable in L*(Qg, dw™). If
[F(E1 % Z X -+ X B (@1, w3, - wn) = [F(ED)](@1) - [F(Ea)](wn) -+ [F(En)] (wn),
and
plwi, wa, ..o wn) = [@s(1g,)](wr) - [u(Lg,)](w2) - - [Pu(Lg, )] (wn),
then, the parallel measurement M Lm(ﬂﬁjdwn)(ﬁ, Si(p)) is denoted by
®0,c0M Lo (g dw) (O Sy (s (19,)))-

In addition, we introduce the following notations concerning tensor product:

R L®(Qp,dw) = L®(Q, dw™) and ®7_, L'(Qg,dw) = L' (Qf, dw™).

By the way, we introduce the test observable.

Definition 18.4. [Test observable] The O, = (Xg,Fx,, F;) is called a test observable in

L*>®(Qg, dw), if F, satisfies the following no-bias condition:

/X P F(dn)](w) = w (Y € Q). (18.3)
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Recall that the normal observable (¢f. Example 2.24] ) and the exact observable (cf.
Example 2.25] ).

For each 6; (€ ©), we use the notation Mgi to the test for §; (€ ©) (the measurement of the
test observable O, for the statistical state ®,(1y,)):

M§) = Mo (9.d0) (Or, Spy (@4 (15,))).- (18.4)

Now we are ready to consider the test for a set of the n students in our measurement theory.

Definition 18.5. [Test, Group test] Let © := {01,65,...,0,}, Xg = Qg = R and P, :
LY,(0,v.) — L (Qg,dw) be as in Example[I8.1 Let O, := (Xg, Fx,, F;) be a test observable
in L*(Qg,dw). The measurement Mze(qy da0)(Or, Sy (P(1g,))) is called a test for a student
6; (€ ©) and symbolized by I\/lgi for short. And the measurement

®6,c0M o (25.0) (Or, Sy (@.(15,)))  (or in short, ©p,coMy)), (18.5)

is called a group test and symbolized by M%T for short.

Axiom™ 1 (§9.1)) says that

(C) the probability that the score  (z1,x9,...,2,) (€ X§) obtained by the group test
®0,coM Lo (@) (Or, Siy(@4(1,))) (or in short, M3 ) belongs to the set X_; Z; (€ Fxn)
is given by

X Ll(ﬂmydw><®*<]‘9i)7 FT<E'i)>LOO(QR,dw) ( = Pl( X Ez) X ‘P’L(EZ)> (186>

0,€0 i=1 i=1

Here, (Xr, Fx,, ;) is a sample probability space of I\/Ig)T.
Let W : X% — R be a statistics (i.e., measurable function). Then, Emg [W1], the expectation
of W, is defined by

Eve
Mg

[W]:/ W($1,$2,~-7$n)ﬁ1(d$1d$2"'d$n)-

Xp J Xz

Definition 18.6. Let O, := (Xg, Fx,, F;) be a test observable in L®(Qg, dw).

(i: Score of 6;) Let Mpoo(qy aw)(Or, Sp(P4(16,))) (or in short, Mgz) be a test for a student

0; (€ ©). Here, we consider the expectation of x; (€ Xg) and its variance.
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1. AV{M ] ((_:M(i) [IZ],
2. VarMg)] i= &0 |(2; = AVIMG)])?)

(ii: Scores of n students) Let ®g,eoM oo (ag,dw)(Or: S (Ps(1g,))) (or in short, Mg ) be a group

test. Here, we consider the expectation of %(xl +x9 + -+ 4+ x,) and its variance.

1
1. Av[Mg | —8M® [n($1+$2+"'+$n)}a

2. Var[Mg ] := 8M§>T [% i(mk - Av[l\/lg]y].

From the no-bias condition (I8.3), we get
AVIME)| = AvME) ] = / [0, (16,))(w) doo = 15, (18.7)
R
ZAV = Av[M§ | = ZA MG ] ZN =7, (18.8)
=1

where O := (Xg, Fx,, F) is an exact observable in L®(Qg, dw).

18.1.3 Reliability coefficient

When we suppose the group test, we can consider the reliability coefficient which can be

represented by a proportion of variance of mathematical abilities to obtained variance.

Definition 18.7. [Reliability coefficient] Let O, := (Xg, Fx,, F;) [resp. Op := (Xg, Fxp, F)]

be a test observable [resp. an exact observable] in L (Qg, dw). And, let

MG = ®g,coM Lo (0g.dw) (Or, Sy (P (10,)))

be a group test. The reliability coefficient RC[Mg | of the group test Mg is defined by

Var[Mg_ ]

RCIMg ] = W-

Now let us consider the measurement error. First, when the ability (true value) is w (€ ),

the measurement error A, is as follows:

A= /X (e [FT(dx)](w)>1/ T (weq). (18.9)
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Note that the error A, (Vw € 2) depends on w (€ ) in general, that is, we do not assume
that A, = Ay (Vw, Vo' € Q). Next, for each 6; (€ ©), the error A; for the student §; (€ ©) is

as follows:

A= e dw)m

_ (/Q (/X (z — w)? [FT(dx)](w)>[<1>*(19i)](w)dw)m (i=1,2...n).  (18.10)

Finally, the group average of the student 6;’s error A; (i = 1,2,...,n) is as follows:

A, = (%g&) v (18.11)

From what we have seen, we can get the following theorem.

Theorem 18.8. (i: The variance Var[Mg)T]) Let Mgl 1= Moo (0g,dw) (Or, Sy (P4 (1p,))) be the

measurement of test observable O, for the statistical state ®,(1p,). Then, we see

Var[ ] Var[ ] + A7 (18.12)

(ii: The variance Var[Mg ]) We consider the group test Mg := ®p,co Mgz =
®g,c0 ML (a,dw)(Or, Su(Pi(16,))). And, we obtain the following:

Var[Mg | = Var[Mg ]+ A2, (18.13)
Proof. Let i; be an expectation of @, (1p,). Then, we see
VarlMG) = [ ([ (o= E () . (10)](w)
= [ o mr .l + [ ([ @2 F) @00l d
o ( /X 2o~ ) = 1) [ (d0))) . (1)) o

— Var[M{ ] + A2

From the above formula, it follows that the group average of Var[Mg)T] becomes

Var[Mg / / /X : /X R Z B X [P ()} () X [ (1)) () do
- Z / K / (o= = 0 [P ) [ 1))
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- Z [ = )l
23 [ ([ e ) i) b
. Z/ (/XR 2s - w)(w ~ 7) [Ffwx)w)) [@.(10))(w) dw
= Var[M§, | :A?, -

18.2 Correlation coefficient: How to calculate the relia-
bility coefficient

Var[M@ ]

In the previous section, we define the reliability coefficient RC[Mg ] := WM%E}. However,
from the measured data (x1,zs,...,z,) (€ X§), we can not get the variance of mathematical

abilities of n students Var[Mg ] directly (though we can calculate the Var[Mg ]). Thus, we
focus on the problem how to estimate the reliability coefficient. Here we consider one typical

method, say the split-half method.

Split-half method: This method is appropriate where the testing procedure may in some
fashion be divided into two halves and two scores obtained. These may be correlated.
With psychological tests, a common procedure is to obtain scores on the odd and even

items.

Now we introduce the measurement theoretical characterizations of the split-half method.

Definition 18.9. [Group simultaneous test] Let © := {6;,0s,...,0,}, Xg = Qg = R and
®, : L11(0,v.) = LL,(Qr,dw) be as in Example 181l Let O, := (Xg,Fx,, F;,) and O,, :=

(XRr, Fxz, Fr,) be test observables in L>°(Qg, dw). The measurement,

®9i69ML°°(QR,dw)(On X OTza S[*](q)*(lez)))v

is called a group simultaneous test of O,, and O, and it is symbolized by Mo X0, for short.

Axiom™) 1[(§9.1)| says that
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(A)  the probability that the score ((z},2?), (xd.22),...,(z},22)) (€ X2") obtained by the
group simultaneous test ®g,coM (g dw)(Or X Ory, Sy (Pu(1g,))) (or in short, M%’Tl ><OT2)
belongs to the set X|_ (2} x Z2) (€ Fxzn) s given by

(@.(10,), (Fry X Fo)(EE X Z2)) gy (= B(X(EE X ED)). (18.14)

1
6,€0 L (Qp,dw)

Here note that (X", F X2, ﬁQ) is a sample probability space.
Let Wy : X2" — R be a statistics (i.e., measurable function). Then, Emg [Ws], the

T ><O7'2

expectation of W, is defined by

1,2 .1 .2 1 .2\ D 172 3.1 7.2 1 7.2
Eme . [Wa] = W(zy, 27, 23, 05, . . ., &, x5) Po(day doy dey dzs - - - dx,, dz)).
71 T2 Xﬂg

We use the following notations:

. 1
(i) AV(k)[M%ﬁxo@] = Eye [E xf} (k=1,2),

1 &
(i) Cov[M§ .o,):=Eng o |5 D (@l —AVIIME o)

07—1 ><O7—2

It is clear that AVW[MG o ]=Av[Mg ] = Av[Mg,] (k = 1,2).
Definition 18.10. [Equivalency of test observables] We call that test observables O, :=
(Xr, Fxy, Fry) and O, == (Xg, Fxg, Fr,) in L®(Qg, dw) are equivalent if it holds
A =AD (vw e Qp), (18.15)

where AL = ([ (z — w)? [, (d2))(w))/?  (see (I8.9)).

In case that test observables O, := (Xg, Fxy, Fr,) and O, := (Xg, Fxz, Fry) in L®(Qg, dw)
are equivalent and O,, x O, is a product test observable in L>°(Qg, dw), it holds that

VarMg_] = VarV[Mg_ ., ] = Var®?[Mg__ ] = Var[Mg_]. (18.16)

In consequence of these properties, we introduce the correlation coefficient of the measured

values (z},23,...,z)) (€ X&) and (23,23,...,22) (€ Xg) which are obtained by the group

1 n rn

. ®
simultaneous test MOT1 ST
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Theorem 18.11. [The reliability coefficient and the correlation coefficient in group simultaneous
tests] Let O, and O,, be equivalent test observables in L™ ({2g, dw). And let O, x O, be a
product test observable in L>(Qg, dw). Let M%Tk = ®p,coM e (0p,dw) (O, s

Sy (P(1g,))) (k = 1,2) and M%’TIXoT2 = ®g,eoM(0r, X O, Sp(P.(1y,))) be group tests as
above notations. Then we see that

® ® COV[M%TI XOTQ]
RCMg, ] =RCM§_ | = . (18.17)

e \/ Var[M%TI] : \/Var[M%T2]

Proof. From the (I8.3]), we get the following:

n

1
CovIME o] = Eug o =D (et = AVIME_ o D) = AVEOME o )]

MOT]_ ><O-r2 [n
=1

1 n
= /Q . /Q (/X . /X - Z(mll — AV(I)[ngon])(ﬁ _ AV(Q)[M%ﬁxoTZD
R R R R i=1

n

X X [P () Er(dad)](w)) X [0 (1)) (1)

X [Py ()] () [P ()] () ) (@ (1)) () de)

%i( / ( /X (x} — Av[MS,]) [P, (da})](w)

=1

x /X (22 = AVIM,]) [Pry (d2D)] (@) )[4 (19,)] () dw)
=23 [ (o AIME, 2 010w = Ve[, . 1819

Then, we see that

Cov[Mg 0. | ~ Var[M§ ] Var[Mg ]
\/Var[Mng] : \/Var[l\/[gv] VarlV[Mg_ o ] Varl?[Mg_ o |

(18.19)

18.3 Conclusions

In this chapter, we introduce the measurement theoretical understanding of psychological test

and the split-half method which estimate reliability. Measurement theoretical approach show
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the following correspondences:

split-half method +— group simultaneous test.
M%TIXOT2 = ®9i€9ML°°(QR7dw)(O7'1 X 07'2’ S[*](q)*(19i)))

And further, we show the well-known theorem:
“reliability coefficient” = “correlation coefficient”

in Theorem [18.11l.
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How to describe “belief”

Recall the spirit of quantum language (i.e., the spirit of the quantum mechanical world view),
that is,

(#) every phenomenon should be described in quantum language.

Thus, we consider that even “belief” should be described in quantum language. For this, it

suffices to consider the identification:

“belief” = “odds by bookmaker”

This approach has a great merit such that the principle of equal weight holds.

This chapter is extracted from Chapter 8 in

Ref. [29]: [S. Ishikawa, “Mathematical Foundations of Measurement Theory,” Keio
University Press Inc. 2006.

19.1 Belief, probability and odds

For instance, we want to formulate the following “probability”:
(A) the “probability” that Japan will win the victory in the next FIFA World Cup.

This is possible (¢f. [29]), if “parimutuel betting (or, odds in bookmaker)” is formulated by
Axiom™) 1 ( mixed measurement ). The purpose of this chapter is to show it, and further, to

propose the principle of equal weight, that is,

(B) the principle that, in the absence of any reason to expect one event rather than another,

all the possible events should be assigned the same probability.

405
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whose validity has not been proven yet. It is one of the most important unsolved problems in

statistics.
In Chapter 9, we studied the mixed measurement: that is,

|(mixed) Axiom (") 1] [Axiom 2|
mixed measurement theory‘ = ’ mixed measurement ‘ + | Causality
(=quantum language) (cf. [§9.1]) (cf. §10.3)

a kind of spells (a priori judgment)
lquantum Tinguistic interpretation)
+ ’Linguistic interpretation‘ (19.1)
(cf. §3.1)

manual to use spells

The purpose of this chapter is to characterize “belief” as a kind of mixed measurement.

19.1.1 A simple example; how to describe “belief”’ in quantum lan-
guage

We begin with a simplest example (¢f. Problem [9.5]) as follows.

Problem 19.1. [= Problem [9.5; Bayes' method] Assume the following situation:

(C) You do not know which the urn behind the curtain is, U; or Us, but the “probability”:
pand 1 —p.

Here, consider the following problem:

Assume that you pick up a ball from the urn behind the curtain.
(i): What is the probability that the picke((i) ball is a white ball ?

Uy

(0]@)
(0Je)
(0]e)
(o]0
o0

(ii): If the picked ball is white, what is the probability that the urn behind the curtain is Uy ?

Figure 19.1:( Mixed measurement)

Answer 19.2. (=Answer 9.13)
Put Q = {wi,ws} with the discrete metric and the counting measure v., thus, note that
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Co(Q2) = C(Q2) = L*(Q,v). Thus, in this chapter, we devote ourselves to the C*-algebraic
formulation: Define the observables O = ({W,B}, 2{W:B} F) and Oy = ({U,,U,}, 210Uz},
Gy) in C(92) by

F{W})(w1) =08, F({B})(w1) = 0.2, F{W})(w2) = 0.4, F({B})(w2) = 0.6
Gu({U1})(w1) = 1,Gu({Ua})(w1) = 0, Gy ({U1 })(w2) = 0, Gu({Ua})(w2) = 1

Here “W” and “B” means “white” and “black” respectively. Under the identification: U; ~ w;
and Uy = ws, the above situation is represented by the mixed state péﬁor(e M, 1(€)) such that

pggor = p5w1 + (1 - p)5w27

where ¢, is the point measure at w. Thus, we have the mixed measurement:
Moy (O x Op = ({W.B} x {Uy, U}, 2W0 A3 B Gy S(p,)). (10.2)
Axiom™ 1 gives the answer to the (i) in Problem [19.1] as follows.

(D) the probability that a measured value (z,y) obtained by the mixed measurement
(O x Oy, S« p belongs to {W} x {Uy, Us} is given by
[+] pI‘lOI‘
M(Q )<p1()r10r7 ({W}>)C(Q) = 0. 8p + 0. 4(1 - )

Since a white ball is obtained, Answer [9.13] (=Bayes’ theorem ) says that a new mixed state

P (€ M1 (92)) s given by

® _ F{W})p, 0.8p 0.4(1 — p)
Pt P D @)pP (dw)  0-8p+04(L—p) T 0.8p+0.4(1 — p)

8o,  (19.3)

Hence, the answer of the (ii) is given by

0.8p
0.8p+ 0.4(1 — p).

wi@) (P, Gu({U ) oy =

By an analogy of the above Problem [19.1] ( for simplicity, we put: p = 1/4), we consider as
follows.

Assume that there are 100 people. And moreover assume the following situation (E) such
that, for some reasons,

(E) 25 people believe ( or vote) that [«] = U; (i.e., U is behind the curtain)
75 people believe ( or vote) that [*] = U, (i.e., Us is behind the curtain)

That is, we have the following picture instead of Figure [19.1:
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Figure 19.2: Belief ( or voting )

Ui (~ w1)

O
O
O
O
[
0

25 people believe that [«x| = Uy, 75 people believe that [x] = Us.

Now, we have the following problem:
Problem 19.3. Consider Situation (E) and Situation (C) (p=1/4, 1 —p=3/4). Then,
(F;) Can Situation (E) be understood like Situation (C) ?
or, in the same sense,

(F;) Can Situation (E) be formulated in mixed measurement (i.e., Axiom™ 1)?  That is,
can Situation (E) be described in quantum language ?

19.1.2 The affirmative answer to Problem 19.3

Since 100 people know the situation of the urn (i.e., Figure [19.2] the assumption (E) ) implies
(G)(=Figure [19.3), that is,

(25 people (in 100 people) believe that [¥] = U;
N { (G1): 20 people guess (or bet) that a white ball will be picked
(Gz): 5 people guess (or bet) that a black ball will be picked
75 people (in 100 people) believe that [x] = U,
. { (G3): 30 people guess (or bet) that a white ball will be picked
\ (Gy): 45 people guess (or bet) that a black ball will be picked

(G)

Figure 19.3: The odds in bookmaker

Ul(% wl)

y 4 N
7/ N
7 N
7 N
7 N
v 4 N
7 N
7/ N
y 4 N\

T
s =S Y

. > f ¥ <
1 I

7

\ 7

N\ v 4
7

0000
0000

25 people believe that [x] = Uj. 75 people believe that [x] = Us.
(G1): 20 people guess that a white ball will be pickdds): 30 people guess that a white ball will be picked.
(G2): 5 people guess that a black ball will be pickefiG4): 45 people guess that a black ball will be picked.

Assume that a white ball is picked in the above figure. Then, the above (Gy) and (Gy) are
vanished as follows.
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Figure 19.4: A white ball is picked
e ©
Uy (% Wl) 7

0000® - =F E S = -

0000 = —
25 people believe that [x] = U;. 75 people believe that [x] = Us.
(G1): 20 people guess that a white ball will be pickdds): 30 people guess that a white ball will be picked.

—(Gor—Hpeoplegress-that-a—black-ball-will be pickefcr)y—45-peopleguessthat-ablackball-will be picked.

After all, we get the following figure:

Figure 19.5: After all, we get the new odds

Ul(% Wl)

O0000e
O0000e

40 % people believe that [x| = Uy, 60 % people believe that [x] = Us.

Thus we see that

(prior state) (a white ball is picked) (post state)
Fig. 193] — |Fig. 19.4] ——[Fig. 09.5 (19.4)
16w1+ O %5W1+%6W2

Considering the mixed measurement (i.e., the (19.2)) in the case that p = 1/4):

Mc(o) (O x Oy = ({W,B} x {Uy, U}, 9(W.B}x{U1U2} 7 o Grr), Spy /4))) (19.5)

pprlor

we see that the above (19.4) is the same as the Bayesian result (19.3).
Note that the measurement (19.5)) is interpreted as

(H) choose one person from the 100 people at random, and ask him/her “Do you guess that a
white ball (or, a black ball) will be picked from the urn behind the curtain, and its urn
isU; or Uy 77

In what follows, let us explain it. Consider the product observable Ox 6U of O = ({W, B}, 2(W:B},
F) and Oy = ({Uy, Uy}, 21002} Gyy) in C(©) (where © = {6, 0s, ..., 0100}) such that

[FAWHI(60) = 4/5, [FABDIO) = 1/5, (k=1,2,...,25)
[F{WHI(6r) =2/5, [FEBN](6:) =3/5, (k=26,27,...,100) (19.6)
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[Go({UNO) = 1, [Go({UD](0;) =0, (k=1,2,...,25)
[Gu({UD)(0) = 0, [Gu({Us})](0) =1, (k = 26,27, ...,100) (19.7)

And put vy = (1/100) 3,2 85, (€ M,1(0)). Then, the above measurement (H) is formulated
by

Mcey(0 x Oy = ({W,B} x {Uy, Uy}, 2WEPLTRY [ 5 Gy, Spyy (1)) (19.8)
which is identified with the measurement (19.5) under the deterministic causal operator ® :

C(Q2) — C(O) such that ®*(dg, ) = s, (k=1,2,...,25), =4, (k = 26,27,...,100). That is, we

see, symbolically,

(H)=(19.8)): the Heisenberg picture —2 (19.5)): the Schrodinger picture

identification

Thus, as a particular case of the above arguments, we can answer Problem [19.3] such that
(I,) Situation (E) can be understood like Situation (C).
That is,

(Iy) Situation (E) can be formulated in mixed measurement (i.e., Axiom™ 1).  In the same
sense, Situation (E) can be described in quantum language.

19.2 The principle of equal odds weight

From the above arguments, we see that

Proclaim 19.4. [The principle of equal weight] Consider a finite state space {2 with the discrete
metric, that is, Q = {wy,ws, ..., w,}. Let O = (X, F, F') be an observable in C(2). Consider a
measurement Me(q) (O, Sp). If the observer has no information for the unknown state [*], there
is a reason to assume that this measurement is also represented by the mixed measurement

MC(Q) (07 S[*} (pprior)), where

1 n
Porior = > G- (19.9)
k=1
Explanation. In betting, it is certain that everybody wants to choose an unpopular wy.
Thus, I believe that everybody agrees with Proclaim [19.4. Also, it should be noted that
(J) the term “probability” can be freely used within the rule of Axiom 1 or Axiom™ 1.

The reason that the justice of the (B: the principle of equal weight) is not assured yet is due
to the lack of the understanding of the (J).

#Note 19.1. In this book, we dealt with the following three kinds:
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(#1) the principle of equal weight in Remark [5.19
(f2) the principle of equal weight in Theorem [9.18
(#3) the principle of equal weight in Proclaim [19.4

which are essentially the same.

In order to promote the readers’ understanding of the difference between Theorem [9.18 and
Proclaim [19.4, we show the following example, which should be compared with Problem [5.14
and Problem [9.17

Problem 19.5. [Monty Hall problem (=Problem [5.14; The principle of equal
weight) |

You are on a game show and you are given a choice of three doors. Behind one door is a
car, and behind the other two are goats. You choose, say, door 1, and the host, who knows
where the car is, opens another door, behind which is a goat. For example, the host says that

(b) the door 3 has a goat.

And further, he now gives you a choice of sticking to door 1 or switching to door 2 7 What
should you do ¢

|

é § |

door door door J |
No. 1 No. 2 No. 3 |

Figure 19.6: Monty Hall problem

Proof. It should be noted that the above is completely the same as Problem 5.14. However,
the proof is different. That is, it suffices to use Proclaim [19.4] and Bayes theorem (B,). That
is, the proof is similar to Problem [9.16] . ]
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Chapter 20

Postscript

20.1 Two kinds of (realistic and linguistic) world-views

In this lecture note, we assert the following figure:

Figure 20.1. [=Figure[Il.It The location of quantum language in the history of world-description
(cf. ref.[31]) ]
rTTTTTTTTTTo the realistic view-——""""""""""""""-- T
‘ [
| relativity \ (unsolved) |
i (monism) — [theory | ——(®) ® theory (?f i
Parmenides : } @ 1 everythlng |
Socrates | (realism) quantum (quantum phys.) !
| . J |
©:Greek | gy, 10 . jmechamcs-—> @ .
philosophy | ——— (@ lahguage N 77T A
Plato sticism (duslism) _AReTash, ®\ ) :
Aristotle . | (=MT) |
Descartes (linguistic view) | quantum |
Locke,... @)/ linguistic langluage language |
— | Kant philosophy ——— © !
- - ! (language) !
(idealism) | l
statistics : |
1
system theory M@‘ !
L-- the linguistic view- - -
Figure 20.1: The history of the world-view

Most physicists feel that

(A1) quantum mechanics has both realistic aspect and metaphysical aspect.

And they want to unify the two aspects. However, quantum language asserts that

(A2) Two aspects are separated, and they develop in the respectively different directions (5)

and @ in Figure 20.1L

413
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20.2 The summary of quantum language

20.2.1 The big-picture view of quantum language

The big-picture view of quantum language

Measurement theory (= quantum language ) is classified as follows.

( classical system : Fisher statistics
pure type .
(Bl) quantum system : usual quantum mechanics
(B) measurement theory
(=quantum language) mixed type classical system : including Bayesian statistics, Kalman filter
(BQ)” pe quantum system : quantum decoherence

And the structure is as follows.

(Cl):’ pure measurement theory ‘

(=quantum language)

|(pure)Axiom 1| [Axiom 2] |[quantum Tinguistic interpretation]
= ’ pure measurement ‘ + ’ Causality ‘—|— ’Linguistic interpretation
(. 2D (of. §10.3) (. @D
a kind of spell(a priori judgment) the manual to use spells

(Cg):’ mixed measurement theory ‘

(=quantum language)
|(mixed)Axiom(™) 1] [Axiom 2] [quantum linguistic interpretation|

= ’ mixed measurement ‘ +’ Causality |+ ’Linguistic interpretation
(cf. §9.1) (cf. §10.3) (cf §3.0)

a kind of spell(a priori judgment) the manual to use spells

In the above,
(D;) Axioms 1 and 2 (i.e., kinds of spells) are essential

On the other hand, the linguistic interpretation (i.e., the manual to use Axioms 1 and 2) may

not be indispensable. However,

(Dg) if we would like to make speed of acquisition of a quantum language as quick as possible,

we may want the good manual to use the axioms.

In this sense, this note is a manual book (=cookbook). Although all written in this note can

be regarded as a part of the linguistic interpretation, the most important statement is

Only one measurement is permitted
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Also, since we assert that quantum language is the final goal of dualistic idealism (=

Descartes=Kant philosophy) in Figurd20.1, we think that

(E) Many philosophers’ maxims and thoughts constitute a part of the linguistic interpreta-

tion

20.2.2 The characteristic of quantum language

Also, we see:

The characteristic of quantum language

(F1) Non-reality (metaphysics ): Quantum language is metaphysics (= language), which

asserts the linguistic world-view.

(F3) The collapse of wave function does not occur: According to the linguistic inter-
pretation (i.e., only one measurement is permitted), we can not get information after
the measurement. That is, the collapse of wave function can not be found. However,

the projection postulate holds in the sense of Postulate 11.6.

(F3) Non-deterministic: Since we usually consider non-deterministic processes in classical
system, it is natural to assume non-deterministic processes (i.e., quantum decoherence)

in quantum language.

(F4) Dualism: The two concepts: “measurement” and “dualism” are non-separable. Thus,

quantum language says
(#) describe any monistic phenomenon in the dualistic language !

(F5) Non-locality, faster-than-light: Quantum language accepts “non-locality”. This is

the only one paradox in quantum language.
(F¢) Many paradoxes and unsolved problems are clarified:

(a) Paradoxes and unsolved problems due to a lack of quantum language:
What is probability (causality, space-time) ? Zeno’s paradox, the principle of equal

probability, classical syllogizm, classical Bell’s inequlity

(b) Paradoxes and unsolved problems solved by descriptive power of quantum language:

Schrodinger’s cat
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(c) What we cannot speak about we must pass over in silence:
Heisenberg’s uncertainty principle (due to the thought experiment by ~-ray micro-

scope), Cogit proposition, Wigner’s friend, delayed choice experiment

(d) Everything should be spoken by quantum language:
Several problems in statistics (Fisher’s maximum likelihood method, Bayes method,
semi-distance (confidence interval, statistical hypothesis, ANOVA), regression anal-

ysis, Kalman filter)

20.3 Quantum language is located at the center of sci-
ence

Dr. Hawking said in his best seller book [17]:

(G) Philosophers reduced the scope of their inquiries so much that Wittgenstein the most fa-
mous philosopher this century, said “The sole remaining task for philosophy is the analysis

of language.” What a comedown from the great tradition of philosophy from Aristotle to
Kant!

I think that this is not only his opinion but also most scientists’ opinion. And moreover,
I mostly agree with him. However, I believe that it is worth reconsidering the series in the
linguistic world view (D-®—-@—(0 in Figure 20.1)).

It is a matter of course that quantum language is different from pure mathematics. Hence,

in spite of Lord Kelvin’s saying: Mathematics is the only good metaphysics , 1 assert that
(H;) quantum language is located at the center of science

That is, I believe, from the pure theoretical point of view, that quantum language will replace
statistics.

Since quantum language is not physics but language (= metaphysics), quantum language
(= the linguistic interpretation of quantum mechanics) is completely different from other in-

terpretations. In this sense, I am convinced that
(Hy) quantum language is forever,

even if someone discovers the “final” interpretation of quantum mechanics in the realistic view

(i.e., ® in Figure 20.1] ).
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I hope that my proposal will be examined from various view-points.

Shiro ISHIKAWA
January in 2016
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